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Quantum computers are expected to dramatically outperform classical computers for certain computational problems. Originally developed for simulating quantum physics, quantum algorithms have been subsequently developed to address diverse computational challenges.
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## Chapter 1: Introduction: quantum scientific computation

Quantum computing exploits quantum-mechanical phenomena such as superposition and entanglement to perform computation. Quantum computers have the potential to dramatically outperform classical computers at solving diverse computational challenges.

Quantum scientific computation is a fast-growing multidisciplinary field that combines classical numerical analysis with advanced quantum technologies to model, analyze, and solve complex problems arising in physics, chemistry, biology, engineering, social sciences, and so on. Originally developed for simulating quantum physics, various quantum algorithms have been proposed to address scientific computational problems by performing linear algebra in Hilbert space. For such problems, quantum algorithms are supposed to provide polynomial and even exponential speedups.

The basic notations and terminologies of quantum computing are covered in this chapter, followed by quantum algorithms for scientific computation problems, including topics such as Hamiltonian simulations, linear systems, and differential equations.

### 1.1 Notations and terminologies

To comprehend the remainder of the dissertation, we provide a brief overview of the notations and terminologies of quantum computing. More details are available in
standard textbooks, such as Nielsen and Chuang, Quantum Computation and Quantum Information [1], and Watrous, The Theory of Quantum Information [2].

Quantum mechanics can be formulated in terms of linear algebra. Throughout this dissertation, we consider a finite-dimensional complex vector space $\mathbb{C}^{N}$ equipped with an inner product (the Hilbert space). We usually take $N=2^{n}$ for some non-negative integer $n$. We use the Dirac notation $|\psi\rangle$ to represent a quantum state, and $\langle\phi|=|\phi\rangle^{\dagger}$ to represent its Hermitian conjugation. The scalar $\langle\phi \mid \psi\rangle$ gives the inner product of $|\psi\rangle$ and $|\phi\rangle$. For the quantum state, we always assume $\langle\psi \mid \psi\rangle=1$, i.e. $|\psi\rangle$ is a unit complex vector. We also let $\{|j\rangle\}_{j=1}^{N}$ be the standard basis of space. The $j$-th entry of $|\psi\rangle$ can be written as $\langle j \mid \psi\rangle$.

Given two quantum states, $\left|\psi_{1}\right\rangle \in \mathbb{C}^{N_{1}},\left|\psi_{2}\right\rangle \in \mathbb{C}^{N_{2}}$, their tensor product can be written as $\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \in \mathbb{C}^{N_{1} \times N_{2}}$, where $\otimes$ denotes the Kronecker product. One quantum bit (one qubit) is a quantum state in $\mathbb{C}^{2}$, and the tensor product of one-qubit state $\left|\psi_{j}\right\rangle$ forms an $n$-qubit state $\left|\psi_{1}\right\rangle \otimes \ldots \otimes\left|\psi_{n}\right\rangle \in \mathbb{C}^{2^{n}}$.

The $n$-qubit quantum gate $U \in \mathbb{C}^{2^{n} \times 2^{n}}$ is a unitary matrix, i.e. $U^{\dagger} U=I$, where $I$ is the identity matrix. It is used to map one $n$-qubit state to the other, i.e. $U:|\psi\rangle \rightarrow\left|\psi^{\prime}\right\rangle$. A sequence of quantum gates as a product forms a (reversible) quantum logic circuit.

The universality of two-qubit gates means that every n-qubit gate can be written as a composition of a sequence of two-qubit gates. Therefore, we usually count the number of two-qubit gates as the gate complexity of quantum algorithms.

For the quantum measurement, we consider a quantum observable that corresponds to a Hermitian $M$. It has the spectral decomposition $M=\sum_{m} \lambda_{m} P_{m}$, where $P_{m}$ is the projection operator onto the eigenspace, i.e. $P_{m}^{2}=P_{m}$, associated the eigenvalue $\lambda_{m}$. We
usually assume $\sum_{m} P_{m}=I$. When the quantum state $|\psi\rangle$ is measured by $M$, the outcome is $\lambda_{m}$ with probability $p_{m}=\langle\psi| P_{m}|\psi\rangle$, with $\sum_{m} p_{m}=1$. After the measurement, the post-state is $P_{m}|\psi\rangle / \sqrt{p_{m}}$.

We now discuss the notations of norms. For a vector $a=\left[a_{1}, a_{2}, \ldots, a_{n}\right] \in \mathbb{R}^{n}$, we denote the vector $\ell_{p}$ norm as

$$
\begin{equation*}
\|a\|_{p}:=\left(\sum_{k=1}^{n}\left|a_{k}\right|^{p}\right)^{1 / p} \tag{1.1}
\end{equation*}
$$

For a matrix $A \in \mathbb{R}^{n \times n}$, we denote the operator norm $\|\cdot\|_{p, q}$ induced by the vector $\ell_{p}$ and $\ell_{q}$ norms as

$$
\begin{equation*}
\|A\|_{p, q}:=\sup _{x \neq 0} \frac{\|A x\|_{q}}{\|x\|_{p}}, \quad\|A\|_{p}:=\|A\|_{p, p} . \tag{1.2}
\end{equation*}
$$

For a continuous scalar function $f(t):[0, T] \rightarrow \mathbb{R}$, we denote the $L^{\infty}$ norm as

$$
\begin{equation*}
\|f\|_{\infty}:=\max _{t \in[0, T]}|f(t)| . \tag{1.3}
\end{equation*}
$$

For a continuous scalar function $u(x, t): \Omega \times[0, T] \rightarrow \mathbb{R}$, where $\Omega \subset \mathbb{R}^{d}$, for a fixed $t$, the $L^{p}$ norm of $u(\cdot, t)$ is given by

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{p}(\Omega)}:=\left(\int_{\Omega}|u(x, t)|^{p} d x\right)^{1 / p} \tag{1.4}
\end{equation*}
$$

In particular, when no subscript is used in the vector, matrix and function norms, we mean $\|\cdot\|=\|\cdot\|_{2}$ by default.

For real functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$, we write $f=O(g)$ if there exists $c>0$, such that
$|f(\tau)| \leq c|g(\tau)|$ for all $\tau \in \mathbb{R}$. We write $f=\Omega(g)$ if $g=O(f)$, and $f=\Theta(g)$ if both $f=O(g)$ and $g=O(f)$. We use $\widetilde{O}$ to suppress logarithmic factors in the asymptotic expression, i.e. $f=\widetilde{O}(g)$ if $f=O(g$ poly $(\log g))$.

### 1.2 Hamiltonian simulations

Simulating quantum physics is one of the primary applications of quantum computers [3]. The first explicit quantum simulation algorithm was proposed by Lloyd [4] using product formulas, and numerous quantum algorithms for quantum simulations have been developed since then $[5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23$, $24,25,26,27]$, with various applications ranging from quantum field theory $[28,29]$ to quantum chemistry $[18,30,31]$ and condensed matter physics [32].

We first introduce the quantum oracles. We assume there is a state preparation oracle $O_{\psi}$ that produces an $N$-dimensional quantum state $|\psi\rangle$, i.e.

$$
\begin{equation*}
O_{\psi}|0\rangle=|\psi\rangle . \tag{1.5}
\end{equation*}
$$

We then assume there is a sparse matrix oracle $O_{H}$ that computes the locations and values of nonzero entries of an $N \times N$ sparse Hermitian matrix $H$. In detail, on input $(j, l), O_{H}$ gives the location of the $l$-th nonzero entry in row $j$, denoted as $k$. Then the oracle $O_{H}$ gives the value $H_{j, k}$, i.e.

$$
\begin{equation*}
O_{H}(|j\rangle|k\rangle|0\rangle)=|j\rangle|k\rangle\left|H_{j, k}\right\rangle . \tag{1.6}
\end{equation*}
$$

The quantum oracle $O_{H}$ is reversible, and it allows access to different input elements $(j, l)$
in superposition, which is essential for quantum computing. Here we require the number of nonzero entries of this matrix in every row and column is at most $s$, where $s$ is much smaller than the dimension $N$.

We count the number of querying these oracles as the query complexity. If such oracles can be implemented by one- and two-qubit gates, we usually count the number of these one- and two-qubit gates as the gate complexity of quantum algorithms.

We state the Hamiltonian simulation problem as follows.

Problem 1.1. In the Hamiltonian simulation problem, we consider an $N$-dimensional Hamiltonian system

$$
\begin{equation*}
i \frac{\mathrm{~d}}{\mathrm{~d} t}|\psi(t)\rangle=H(t)|\psi(t)\rangle, \quad|\psi(0)\rangle=\left|\psi_{\text {in }}\right\rangle \tag{1.7}
\end{equation*}
$$

Given the ability to prepare a quantum state $|\psi(0)\rangle$, a sparse matrix oracle to provide the locations and values of nonzero entries of a Hamiltonian $H$, and an evolution time $T$, the goal is to produce a quantum state that is $\epsilon$-close to $|\psi(T)\rangle$ in $\ell_{2}$ norm.

When the Hamiltonian $H$ is time-independent, we have the close-form solution $|\psi(T)\rangle=e^{-i H T}|\psi(0)\rangle$, for which a computation process attempts to produce an evolution operator as an approximation of $e^{-i H T}$.

This is a difficult problem in classical computation, since a classical computer cannot even represent the quantum state efficiently. All classical algorithms require time complexity at least $\Omega(N)$ to explicitly store all the entries of the quantum state. In quantum computation, we intend to design a sequence of quantum gates (a quantum circuit) to process $|\psi(t)\rangle$ from $|\psi(0)\rangle$ to $|\psi(T)\rangle$ while lowering the cost dramatically.

In Problem 1.1, we aim to produce the final state $|\psi(T)\rangle$ with query and gate complexity poly $(\log N)$, an exponential improvement over classical simulations.

The first explicit Hamiltonian simulation algorithm proposed by Lloyd is based on product formulas [4]. Specifically, if $H$ is a time-independent $k$-local Hamiltonian, i.e. $H=\sum_{j} H_{j}$ and each $H_{j}$ acts on $k=O(1)$ qubits, then the evolution operator $e^{-i H t}$ for a short time $t$ can be well approximated by the Lie-Trotter formula,

$$
\begin{equation*}
e^{-i H t}=\prod_{j} e^{-i H_{j} t}+O\left(t^{2}\right) \tag{1.8}
\end{equation*}
$$

Each operator $e^{-i H_{j} t}$ can be efficiently implemented on a quantum computer. For a long time $t$, we can divide the time interval onto $r$ subintervals, in which we simulate each $e^{-i H_{j} t / r}$, and finally approximate $e^{-i H t}$ by

$$
\begin{equation*}
e^{-i H t}=\left(\prod_{j} e^{-i H_{j} t / r}\right)^{r}+O\left(t^{2} / r\right) \tag{1.9}
\end{equation*}
$$

It takes $r=O\left(\|H\|^{2} t^{2} / \epsilon\right)$ to ensure the error tolerance of exact and approximated normalized states in $\ell_{2}$ norm at most $\epsilon$. High-order product formulas are known for a better approximation. Using the $2 k$ th-order Suzuki formula, Berry, Ahokas, Cleve, and Sanders showed that the number of exponentials required for an approximation with error at most $\epsilon$ is $5^{2 k}\|H\|^{1+1 / 2 k} t^{1+1 / 2 k} / \epsilon^{1 / 2 k}$ [33]. A large body of work has substantially developed fast quantum algorithms based on product formulas $[33,34,35,36,37,38,39,40]$.

Recently, some Hamiltonian simulation algorithms based on post-Trotter methods have emerged diversely. Berry, Childs, Cleve, Kothari, and Somma proposed high-precision

Hamiltonian simulations by implementing the linear combinations of unitaries (LCU) with complexity $t \operatorname{poly}(\log (t / \epsilon))$ [35, 36], an exponential improvement over Trotterbased Hamiltonian simulations with respect to $\epsilon$. Low and Chuang developed Hamiltonian simulations based on the quantum signal processing and qubitization [41, 42] with complexity $O\left(t+\frac{\log (1 / \epsilon)}{\log \log (1 / \epsilon)}\right)$, realizing an optimal tradeoff in terms of $t$ and $\epsilon$.

Note that the Hamiltonian simulation problem can be regarded as a particular initial value problem of the differential equation. A more general problem will be introduced later.

### 1.3 Quantum linear system algorithms

Quantum computers are expected to outperform classical computers for characterizing the solution of a $N$-dimensional linear system in Hilbert space. Originally proposed by Harrow, Hassidim, and Lloyd [43], advanced quantum linear system algorithms [43, 44, $45,46,47,48,49,50,51$ ] have been well developed to provide a quantum state encoding the solution with complexity poly $(\log N)$. Such algorithms have been considerably applied to address high-dimensional problems governed by linear differential equations [52, 53, $54,55,56,57,58,59,60,61]$.

We introduce the oracles for the quantum linear system problem. Given an $N$ dimensional vector $b$, we assume there is a state preparation oracle $O_{b}$ as defined in (1.5) that produces an $N$-dimensional quantum state $|b\rangle$, where $|b\rangle$ is proportional to the vector b. Given an $N \times N$ sparse matrix $A$, we then assume there is a sparse matrix oracle $O_{A}$ as defined in (1.6). In detail, on input $(j, l), O_{A}$ gives the location of the $l$-th nonzero entry
in row $j$, denoted as $k$. Then the oracle $O_{A}$ gives the value $A_{j, k}$. Here we require the number of nonzero entries of this matrix in every row and column is at most $s$, where $s$ is much smaller than the dimension $N$.

We state the quantum linear system problem as follows.

Problem 1.2. In the quantum linear system problem, we consider an $N$-dimensional linear system

$$
\begin{equation*}
A x=b . \tag{1.10}
\end{equation*}
$$

Given the ability to prepare a quantum state proportional to the vector $b$, and a sparse matrix oracle to provide the locations and values of nonzero entries of a matrix $A$, the goal is to produce a quantum state that is $\epsilon$-close to the normalized $A^{-1} b$ in $\ell_{2}$ norm.

It takes at least $\Omega(N)$ for a classical computer (and even a quantum computer) to explicitly write down every entry of an $N$-dimensional vector. In Problem 1.2, we aim to design a quantum circuit to provide a quantum state as an encoding of the inverse solution $A^{-1} b$ with $\ell_{2}$ normalization, with query and gate complexity poly $(\log N)$.

The first quantum linear system algorithm (QLSA), known as the HHL algorithm, was proposed by Harrow, Hassidim, and Lloyd [43]. The algorithm requires that $A$ be Hermitian so that it can be converted into a unitary operator. If $A$ is not Hermitian, the linear system in Problem 1.2 is modified as

$$
\left(\begin{array}{cc}
0 & A  \tag{1.11}\\
A \dagger & 0
\end{array}\right)\binom{0}{x}=\binom{b}{0}
$$

The algorithm requires that a quantum state $|b\rangle$ proportional to the vector $b$ is given.

Let $\left\{\lambda_{j},\left|\nu_{j}\right\rangle\right\}_{j=1}^{N}$ be eigenvalues and eigenvectors of $A$, and let $|b\rangle$ be expanded on the eigenbasis of $A$ as $|b\rangle=\sum_{j} \beta_{j}\left|\nu_{j}\right\rangle$.

The HHL algorithm queries the unitary operator $e^{i A t}$ with the sparse matrix oracle. Hamiltonian simulation techniques are employed to perform $e^{i A t}$ with a superposition of different time $t$ onto $|b\rangle$. The HHL algorithm then estimates the corresponding $\lambda_{j}$ for each eigenbasis of $|b\rangle^{1}$, yielding the state

$$
\begin{equation*}
\sum_{j} \beta_{j}|0\rangle\left|\nu_{j}\right\rangle \rightarrow \sum_{j} \beta_{j}\left|\lambda_{j}\right\rangle\left|\nu_{j}\right\rangle, \tag{1.12}
\end{equation*}
$$

where each $\lambda_{j}$ is stored in the ancilla register. Next, the HHL algorithm performs a controlled rotation to multiply $\lambda_{j}^{-1}$ onto each eigenbasis,

$$
\begin{equation*}
\sum_{j} \beta_{j}\left|\lambda_{j}\right\rangle\left|\nu_{j}\right\rangle \rightarrow \sum_{j} \beta_{j} \lambda_{j}^{-1}\left|\lambda_{j}\right\rangle\left|\nu_{j}\right\rangle . \tag{1.13}
\end{equation*}
$$

Noticing the fact that $A^{-1}|b\rangle=\sum_{j} \beta_{j} \lambda_{j}^{-1}\left|\nu_{j}\right\rangle$, we have prepared the inverse solution encoded in the quantum state.

This algorithm achieves query and gate complexity $\kappa^{2} \operatorname{poly}(\log N) / \epsilon$, where where $N$ is the dimension, $\epsilon$ measures the error tolerance of exact and approximated normalized states in $\ell_{2}$ norm, and $\kappa$ is the condition number of the matrix $A$.

Subsequent work has been widely developed to improve the performance of that algorithm. Regarding the dependence on $\epsilon$, Childs, Kothari, and Somma exponentially improved the scale of $\epsilon$ from poly $(1 / \epsilon)$ to poly $(\log (1 / \epsilon))$ by utilizing the linear combinations

[^0]of unitaries (LCU) [46]. The LCU approach approximates the inverse of $A$ by employing a Fourier series or a Chebyshev polynomial, which can be implemented by linear combinations of unitary operations with cost poly $(\log (1 / \epsilon))$. Gilyén, Su , Low, and Wiebe provided an alternative encoding to approximate the inverse of $A$ based on the quantum singular value transformation (QSVT) with the same $\epsilon$ scaling [47].

The dependence on the condition number $\kappa$ also attracts considerable attension. Although the best-known classical linear system solver based on conjugate gradient descent can produce explicit $N$ entries of the solution with cost scaling as $\sqrt{\kappa}$, it is known that a quantum algorithm must make at least $\kappa$ queries for encoding the solution of Problem 1.2 in poly $(\log N)$ [43]. Compared to the HHL algorithm, Ambainis adopted the variable time amplitude amplification (VTAA) to improve the $\kappa^{2}$ scaling to linear scaling[44], but it resulted in a worse $1 / \epsilon^{3}$ scaling. Childs, Kothari, and Somma combined VTAA with LCU as introduced above to reach $\kappa$ poly $(\log N, \log (1 / \epsilon))$ [46]. Alternatively, quantum adiabatic approaches [45, 48, 49, 51] have been recently investigated to reach the same complexity without using the VTAA.

### 1.4 Quantum algorithms for linear differential equations

Models governed by both ordinary differential equations (ODEs) and partial differential equations (PDEs) arise extensively in natural and social science, medicine, and engineering. Such equations characterize physical and biological systems that exhibit a wide variety of complex phenomena, including turbulence and chaos. By utilizing QLSAs, quantum algorithms offer the prospect of rapidly characterizing the solutions of high-dimensional
systems of linear ODEs [52, 53, 54] and PDEs [55, 56, 57, 58, 59, 60, 61].
We introduce the oracles for the quantum linear ODE problem. Given an $N$ dimensional vector $u(0)$, we assume there is a state preparation oracle $O_{0}$ as defined in (1.5) that produces an $N$-dimensional quantum state $|u(0)\rangle$, where $|u(0)\rangle$ is proportional to the vector $u(0)$. Given an $N$-dimensional vector $f(t)$ with a specific $t$, we assume there is a state preparation oracle $O_{f}$ such that

$$
\begin{equation*}
O_{f}(|t\rangle|0\rangle)=|t\rangle|f(t)\rangle \tag{1.14}
\end{equation*}
$$

which produces an $N$-dimensional quantum state $|f(t)\rangle$ proportional to $f(t)$. Given an $N \times N$ sparse matrix $A(t)$ with a specific $t$, we assume there is a sparse matrix oracle $O_{A}$ as defined in (1.6). In detail, on input $(t, j, l), O_{A}$ gives the location of the $l$-th nonzero entry in row $j$, denoted as $k$. Then the oracle $O_{A}$ gives the value $A_{j, k}(t)$, i.e.

$$
\begin{equation*}
O_{A}(|t\rangle|j\rangle|k\rangle|0\rangle)=|t\rangle|j\rangle|k\rangle\left|A_{j, k}(t)\right\rangle . \tag{1.15}
\end{equation*}
$$

Here we require the number of nonzero entries of this matrix in every row and column is at most $s$ for any time $t$, where $s$ is much smaller than the dimension $N$.

We informally state the quantum linear ODE problem as follows.

Problem 1.3. In the quantum linear ODE problem, we are given a system of d-dimensional differential equations

$$
\begin{equation*}
\frac{\mathrm{d} u(t)}{\mathrm{d} t}=A(t) u(t)+f(t) \tag{1.16}
\end{equation*}
$$

Given the ability to prepare a quantum state proportional to the initial condition $u(0)$ and
the inhomogeneity $f(t)$ with a specific $t$, a sparse matrix oracle to provide the locations and values of nonzero entries of a matrix $A(t)$ with a specific $t$, and an evolution time $T$, the goal is to produce a quantum state that is $\epsilon$-close to the normalized $u(T)$ in $\ell_{2}$ norm.

Problem 2.1 gives a formal statement of Problem 1.3.
Berry presented the first quantum algorithm for general linear ODEs [52]. This work explicitly considered the time-independent case, assuming that real parts of the eigenvalues of $A$ are non-positive, whereas in principle, it is natural to extend it to general time-dependent ODEs. Berry's algorithm discretized the system of differential equations into small time intervals as a system of linear equations using the Euler method or highorder linear multistep methods [63,64], for which QLSAs can be applied to produce an approximated encoded solution. For instance, the first-order forward Euler method approximates the time derivative at the point $x(t)$ as

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=\frac{x(t+h)-x(t)}{h}+O(h) \tag{1.17}
\end{equation*}
$$

The $k$ th-order linear multistep methods can reduce the error to $O\left(h^{k}\right)$. This approach achieves complexity poly-logarithmic in the dimension $d$. However, when solving an equation over the interval $[0, T]$, the number of iterations is $T / h=\Theta\left(\epsilon^{-1 / k}\right)$ for fixed $k$, offering a total complexity poly $(1 / \epsilon)$ even using high-precision QLSAs.

Reference [53] improved Berry's result from poly $(1 / \epsilon)$ to poly $(\log (1 / \epsilon))$ by using a high-precision QLSA based on linear combinations of unitaries [46] to solve a linear system that encodes a truncated Taylor series. However, this approach assumes that $A(t)$ and $f(t)$ are time-independent so that the solution of the ODE can be written as an explicit
series, and it is unclear how to generalize the algorithm to time-dependent ODEs. Prior to the work [54], it was an open problem regarding whether there was a quantum algorithm for time-dependent ODEs with complexity poly $(\log (1 / \epsilon))$.

In Chapter 2, we introduce the quantum spectral method with such an improvement [54]. Our main contribution is to implement a method that uses a global approximation of the solution instead of locally discretizing the ODEs into small time intervals. We do this by developing a quantum version of so-called spectral methods, a technique from classical numerical analysis that represents the components of the solution $u(t)_{i} \approx \sum_{j} c_{i j} \phi_{j}(t)$ as linear combinations of basis functions $\phi_{j}(t)$ expressing the time dependence. Specifically, we implement a Chebyshev pseudospectral method [65, 66] using a high-precision QLSA. This approach approximates the solution by a truncated Chebyshev series with undetermined coefficients and solves for those coefficients using a linear system that interpolates the differential equations. According to the convergence theory of spectral methods, the solution error decreases exponentially provided the solution is sufficiently smooth [67, 68]. We use the LCU-based QLSA to solve this linear system with high precision [46]. To analyze the algorithm, we upper bound the solution error and condition number of the linear system and lower bound the success probability of the final measurement. Overall, we show that the total complexity of this approach is poly $(\log (1 / \epsilon))$ for general timedependent ODEs. We give a formal statement of the main result in Theorem 2.1.

It is natural to extend the ordinary differential equations to the partial differential equations (PDEs) by involving multivariate derivatives. Prominent examples include Maxwell's equations for electromagnetism, Boltzmann's equation and the Fokker-Planck equation in thermodynamics, and Schrödinger's equation in continuum quantum mechanics.

For solving PDEs on a digital computer, it is common to consider a system of linear equations that approximates the PDE on the grid space, and produce the solution on those grid points within the $\ell_{2}$ discretization error $\epsilon$.

We introduce the oracles for the quantum linear PDE problem. Given an $N$-dimensional vector $f(\boldsymbol{x})$ with a specific $\boldsymbol{x}$, we assume there is a state preparation oracle $O_{b}$ as defined in (1.14) that produces an $N$-dimensional quantum state $|f(\boldsymbol{x})\rangle$, where $|f(\boldsymbol{x})\rangle$ is proportional to the vector $f(\boldsymbol{x})$. Given $N \times N$ sparse matrices $A_{j_{1} j_{2}}(\boldsymbol{x}), A_{j}(\boldsymbol{x})$, and $A_{0}(\boldsymbol{x})$ with a specific $\boldsymbol{x}$, we then assume there are sparse matrix oracles as defined in (1.15). For instance, $A_{j_{1} j_{2}}(\boldsymbol{x})$ is modeled by a sparse matrix oracle that, on input $(m, l)$, gives the location of the $l$-th nonzero entry in row $m$, denoted as $n$, and gives the value $A_{j_{1} j_{2}}(\boldsymbol{x})_{m, n}$.

We informally state the quantum linear PDE problem as follows.

Problem 1.4. In the quantum linear PDE problem, we are given a system of second-order d-dimensional equations

$$
\begin{equation*}
\sum_{j_{1}, j_{2}=1}^{d} A_{j_{1} j_{2}}(\boldsymbol{x}) \frac{\partial^{2} u(\boldsymbol{x})}{\partial x_{j_{1}} \partial x_{j_{2}}}+\sum_{j=1}^{d} A_{j}(\boldsymbol{x}) \frac{\partial u(\boldsymbol{x})}{\partial x_{j}}+A_{0}(\boldsymbol{x}) u(\boldsymbol{x})=f(\boldsymbol{x}) \tag{1.18}
\end{equation*}
$$

Given the ability to prepare a quantum state proportional to the inhomogeneity $f(\boldsymbol{x})$, sparse matrix oracles to provide the locations and values of nonzero entries of a matrix $A_{j_{1} j_{2}}(\boldsymbol{x}), A_{j}(\boldsymbol{x})$, and $A_{0}(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$, the goal is to produce a quantum state $|u(\boldsymbol{x})\rangle$ that is $\epsilon$-close to the normalized $u(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$ in $\ell_{2}$ norm.

Problem 3.1 gives a formal statement of Problem 1.4, for which we consider additional technical assumptions introduced in Chapter 3.

The discretized solution $u(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$ is a multi-dimensional vector function. If each spatial coordinate has $n$ discrete values, then $n^{d}$ points are needed to discretize a $d$-dimensional problem. Simply producing the solution on these grid points takes time $\Omega\left(n^{d}\right)$.

Compared to classical algorithms, quantum algorithms can produce a quantum state proportional to the solution on the grid, which requires only $\operatorname{poly}(d, \log n)$ space. There are a large variety of quantum algorithms using different numerical schemes and the QLSA to reach $\operatorname{poly}(d, 1 / \epsilon)[55,56,57,58,59,60,61]$, because of the additional approximation errors in the numerical schemes. It was unknown how to achieve $\operatorname{poly}(d, \log (1 / \epsilon))$ prior to the work [59].

In Chapter 3, we introduce two classes of quantum algorithms for linear elliptic PDEs with such an improvement [59]. Our first algorithm is based on a quantum version of the FDM approach: we use a finite-difference approximation to produce a system of linear equations and then solve that system using the QLSA. We analyze our FDM algorithm as applied to Poisson's equation under periodic, Dirichlet, and Neumann boundary conditions. Whereas previous FDM approaches [69, 70] considered fixed orders of truncation, we adapt the order of truncation depending on $\epsilon$, inspired by the classical adaptive FDM [71]. As the order increases, the eigenvalues of the FDM matrix approach the eigenvalues of the continuous Laplacian, allowing for more precise approximations. The main algorithm we present uses the quantum Fourier transform (QFT) and takes advantage of the highprecision LCU-based QLSA [46]. This quantum adaptive FDM approach produces a quantum state that approximates the solution of the Poisson's equation with complexity $d^{6.5} \operatorname{poly}(\log d, \log (1 / \epsilon))$.

We also propose a quantum algorithm for more general second-order elliptic PDEs under periodic or non-periodic Dirichlet boundary conditions. This algorithm is based on the quantum spectral method [54] that globally approximates the solution of a PDE by a truncated Fourier or Chebyshev series with undetermined coefficients, and then finds the coefficients by solving a linear system. This system is exponentially large in $d$, so solving it is infeasible for classical algorithms but feasible in a quantum context. To be able to apply the QLSA efficiently, we show how to make the system sparse using variants of the quantum Fourier transform. Our bound on the condition number of the linear system uses global strict diagonal dominance, and introduces a factor in the complexity that measures the extent to which this condition holds. We give a complexity of $d^{2} \operatorname{poly}(\log (1 / \epsilon))$ for producing a quantum state approximating the solution of general second-order elliptic PDEs with Dirichlet boundary conditions.

Both of these approaches have complexity $\operatorname{poly}(d, \log (1 / \epsilon))$, providing optimal dependence on $\epsilon$ and an exponential improvement over classical methods with respect to $d$. We state our main results in Theorem 3.1 and Theorem 3.2.

### 1.5 Quantum algorithms for nonlinear differential equations

We now turn attention to the nonlinear generalization of Problem 1.3. We focus here on differential equations with nonlinearities that can be expressed with quadratic polynomials. Note that polynomials of degree higher than two, and even more general nonlinearities, can be reduced to the quadratic case by introducing additional variables [72, 73]. The quadratic case also directly includes many archetypal models, such as the
logistic equation in biology, the Lorenz system in atmospheric dynamics, and the NavierStokes equations in fluid dynamics.

We introduce the oracles for the quantum quadratic PDE problem. Given an $N$ dimensional vector $u(0)$, we assume there is a state preparation oracle $O_{0}$ as defined in (1.5) that produces an $N$-dimensional quantum state $|u(0)\rangle$, where $|u(0)\rangle$ is proportional to the vector $u(0)$. Given $N \times N$ sparse matrices $F_{2}, F_{1}$, and $F_{0}(t)$ with a specific $t$, we then assume there are sparse matrix oracles as defined in (1.6) and (1.15). For instance, $F_{2}$ is modeled by a sparse matrix oracle $O_{F_{2}}$ that, on input $(j, l)$, gives the location of the $l$-th nonzero entry in row $j$, denoted as $k$, and gives the value $\left(F_{2}\right)_{j, k}$.

We informally state the quantum quadratic ODE problem as follows.

Problem 1.5. In the quantum quadratic ODE problem, we are given a system of $N$ dimensional differential equations

$$
\begin{equation*}
\frac{\mathrm{d} u(t)}{\mathrm{d} t}=F_{2} u^{\otimes 2}(t)+F_{1} u(t)+F_{0}(t) \tag{1.19}
\end{equation*}
$$

Given the ability to prepare a quantum state proportional to the initial condition $u(0)$ and sparse matrix oracles to provide the locations and values of nonzero entries of matrices $F_{2}, F_{1}$, and $F_{0}(t)$ for any specified $t$, and an evolution time $T$, the goal is to produce a quantum state that is $\epsilon$-close to the normalized $u(T)$ in $\ell_{2}$ norm.

Problem 4.1 gives a formal statement of Problem 1.5.
Early work on quantum algorithms for differential equations already considered the nonlinear case by Leyton and Osborne [74]. It gave a quantum algorithm that simulates the nonlinear ODE by storing and maintaining multiple copies of the solution. In each
iteration from $t \rightarrow t+\Delta t$, it costs multiple copies $|x(t)\rangle$ to represent the nonlinearity $F(x(t))$ to obtain one copy of $|x(t+\Delta t)\rangle$. The complexity of this approach is polynomial in the logarithm of the dimension but exponential in the evolution time, scaling as $O\left(1 / \epsilon^{T}\right)$ due to exponentially increasing resources used to maintain sufficiently many copies of the solution throughout the evolution.

Recently, heuristic quantum algorithms for nonlinear ODEs have been studied. Reference [75] explores a linearization technique known as the Koopman-von Neumann method that might be amenable to the quantum linear system algorithm. In [76], the authors provide a high-level description of how linearization can help solve nonlinear equations on a quantum computer. However, neither paper makes precise statements about concrete implementations or running times of quantum algorithms. The recent preprint [77] also describes a quantum algorithm to solve a nonlinear ODE by linearizing it using a different approach from the one taken here. However, neither paper makes precise statements about concrete implementations or rigours time complexities of quantum algorithms. The authors also do not describe how barriers such as those of [78] could be avoided in their approach.

While quantum mechanics is described by linear dynamics, possible nonlinear modifications of the theory have been widely studied. Generically, such modifications enable quickly solving hard computational problems (e.g., solving unstructured search among $n$ items in time poly $(\log n)$ ), making nonlinear dynamics exponentially difficult to simulate in general [78, 79, 80]. Therefore, constructing efficient quantum algorithms for general classes of nonlinear dynamics has been considered largely out of reach.

Prior to the work [81], it was a long-standing and celebrated open problem regarding
whether quantum computing can efficiently characterize nonlinear differential equations.
In Chapter 4, we design and analyze a quantum algorithm that overcomes this limitation using Carleman linearization [73, 82, 83]. This approach embeds polynomial nonlinearities into an infinite-dimensional system of linear ODEs, and then truncates it to obtain a finite-dimensional linear approximation. We discretize the finite ODE system in time using the forward Euler method and solve the resulting linear equations with the quantum linear system algorithm [46, 84]. We control the approximation error of this approach by combining a novel convergence theorem with a bound for the global error of the Euler method. Furthermore, we upper bound the condition number of the linear system and lower bound the success probability of the final measurement. Subject to the condition $\mathrm{R}<1$, where the quantity R characterizes the relative strength of the nonlinear and dissipative linear terms, we show that the total complexity of this quantum Carleman linearization algorithm is $s T^{2} q$ poly $(\log T, \log n, \log 1 / \epsilon) / \epsilon$, where $s$ is the sparsity, $T$ is the evolution time, $q$ quantifies the decay of the final solution relative to the initial condition, $n$ is the dimension, and $\epsilon$ is the allowed error (see Theorem 4.1). In the regime $\mathrm{R}<1$, this is an exponential improvement over [74], which has complexity exponential in $T$. We state our main algorithmic result in Theorem 4.1.

We also provide a quantum lower bound for the worst-case complexity of simulating strongly nonlinear dynamics, demonstrating that the algorithm's condition $\mathrm{R}<1$ cannot be significantly improved in general. Following the approach of [78, 79], we construct a protocol for distinguishing two states of a qubit driven by a certain quadratic ODE. Provided $R \geq \sqrt{2}$, this procedure distinguishes states with overlap $1-\epsilon$ in time poly $(\log (1 / \epsilon))$. Since nonorthogonal quantum states are hard to distinguish, this implies a lower bound
on the complexity of the quantum ODE problem. We state our main lower bound result in Theorem 4.2.

Our quantum algorithm could potentially be applied to study models governed by quadratic ODEs arising in biology and epidemiology as well as in fluid and plasma dynamics. In particular, the celebrated Navier-Stokes equation with linear damping, which describes many physical phenomena, can be treated by our approach provided the Reynolds number is sufficiently small. We also note that while the formal validity of our arguments assumes $R<1$, we find in one numerical experiment that our proposed approach remains valid for larger $R$.

The remainder of this dissertation is outlined as follows. Chapter 2 covers highprecision quantum algorithms for linear ordinary differential equations. Chapter 3 presents high-precision quantum algorithms for linear elliptic partial differential equations. Chapter 4 introduces an efficient quantum algorithm for dissipative nonlinear differential equations. Finally, we conclude the results of the dissertation and discuss future work in Chapter 5.

# Chapter 2: High-precision quantum algorithms for linear ordinary differential equations 

### 2.1 Introduction

In this chapter, we focus on systems of first-order linear ordinary differential equations $(\mathrm{ODEs})^{1}$. As earlier introduced in Problem 1.3, such equations can be written in the form

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=A(t) x(t)+f(t) \tag{2.1}
\end{equation*}
$$

where $t \in[0, T]$ for some $T>0$, the solution $x(t) \in \mathbb{C}^{d}$ is a $d$-dimensional vector, and the system is determined by a time-dependent matrix $A(t) \in \mathbb{C}^{d \times d}$ and a time-dependent inhomogeneity $f(t) \in \mathbb{C}^{d}$. Provided $A(t)$ and $f(t)$ are continuous functions of $t$, the initial value problem (i.e., the problem of determining $x(t)$ for a given initial condition $x(0)$ ) has a unique solution [85].

Recent work has developed quantum algorithms with the potential to extract information about solutions of systems of differential equations even faster than is possible classically. This body of work grew from the quantum linear systems algorithm (QLSA) [84], which produces a quantum state proportional to the solution of a sparse system of $d$ linear

[^1]equations in time poly $(\log d)$. We have introduced the quantum linear system algorithm in Chapter 1.

Berry presented the first efficient quantum algorithm for general linear ODEs [52]. His algorithm represents the system of differential equations as a system of linear equations using a linear multistep method and solves that system using the QLSA. This approach achieves complexity logarithmic in the dimension $d$ and, by using a high-order integrator, close to quadratic in the evolution time $T$. While this method could in principle be applied to handle time-dependent equations, the analysis of [52] only explicitly considers the time-independent case for simplicity.

Since it uses a finite difference approximation, the complexity of Berry's algorithm as a function of the solution error $\epsilon$ is poly $(1 / \epsilon)$ [52]. Reference [53] improved this to poly $(\log (1 / \epsilon))$ by using a high-precision QLSA based on linear combinations of unitaries [46] to solve a linear system that encodes a truncated Taylor series. However, this approach assumes that $A(t)$ and $f(t)$ are time-independent so that the solution of the ODE can be written as an explicit series, and it is unclear how to generalize the algorithm to timedependent ODEs.

Most of the aforementioned algorithms use a local approximation: they discretize the differential equations into small time intervals to obtain a system of linear equations or linear differential equations that can be solved by the QLSA or Hamiltonian simulation. For example, the central difference scheme approximates the time derivative at the point $x(t)$ as

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=\frac{x(t+h)-x(t-h)}{2 h}+O\left(h^{2}\right) . \tag{2.2}
\end{equation*}
$$

High-order finite difference or finite element methods can reduce the error to $O\left(h^{k}\right)$, where $k-1$ is the order of the approximation. However, when solving an equation over the interval $[0, T]$, the number of iterations is $T / h=\Theta\left(\epsilon^{-1 / k}\right)$ for fixed $k$, giving a total complexity that is poly $(1 / \epsilon)$ even using high-precision methods for the QLSA or Hamiltonian simulation.

For ODEs with special structure, some prior results already show how to avoid a local approximation and thereby achieve complexity poly $(\log (1 / \epsilon))$. When $A(t)$ is anti-Hermitian and $f(t)=0$, we can directly apply Hamiltonian simulation [37]; if $A$ and $f$ are time-independent, then [53] uses a Taylor series to achieve complexity $\operatorname{poly}(\log (1 / \epsilon))$. However, the case of general time-dependent linear ODEs had remained elusive.

In this chapter, we use a nonlocal representation of the solution of a system of differential equations to give a new quantum algorithm with complexity $\operatorname{poly}(\log (1 / \epsilon))$ even for time-dependent equations. While this is an exponential improvement in the dependence on $\epsilon$ over previous work, it does not necessarily give an exponential runtime improvement in the context of an algorithm with classical output. In general, statistical error will introduce an overhead of poly $(1 / \epsilon)$ when attempting to measure an observable with precision $\epsilon$. However, achieving complexity poly $(\log (1 / \epsilon))$ can result in a polynomial improvement in the overall running time. In particular, if an algorithm is used as a subroutine $k$ times, we should ensure error $O(1 / k)$ for each subroutine to give an overall algorithm with bounded error. A subroutine with complexity poly $(\log (1 / \epsilon))$ can potentially give significant polynomial savings in such a case.

Time-dependent linear differential equations describe a wide variety of systems in
science and engineering. Examples include the wave equation and the Stokes equation (i.e., creeping flow) in fluid dynamics [86], the heat equation and the Boltzmann equation in thermodynamics [87, 88], the Poisson equation and Maxwell's equations in electromagnetism [89, 90], and of course Schrödinger's equation in quantum mechanics. Moreover, some nonlinear differential equations can be studied by linearizing them to produce time-dependent linear equations (e.g., the linearized advection equation in fluid dynamics [91]).

We focus our discussion on first-order linear ODEs. Higher-order ODEs can be transformed into first-order ODEs by standard methods. Also, by discretizing space, PDEs with both time and space dependence can be regarded as sparse linear systems of time-dependent ODEs. Thus we focus on an equation of the form (2.1) with initial condition

$$
\begin{equation*}
x(0)=\gamma \tag{2.3}
\end{equation*}
$$

for some specified $\gamma \in \mathbb{C}^{d}$. We assume that $A(t)$ is $s$-sparse (i.e., has at most $s$ nonzero entries in any row or column) for any $t \in[0, T]$. Furthermore, we assume that $A(t), f(t)$, and $\gamma$ are provided by black-box subroutines (which serve as abstractions of efficient computations). In particular, following essentially the same model as in [53] (see also Section 1.1 of [46]), suppose we have an oracle $O_{A}(t)$ that, for any $t \in[0, T]$ and any given row or column specified as input, computes the locations and values of the nonzero entries of $A(t)$ in that row or column. We also assume oracles $O_{x}$ and $O_{f}(t)$ that, for any $t \in[0, T]$, prepare normalized states $|\gamma\rangle$ and $|f(t)\rangle$ proportional to $\gamma$ and $f(t)$, and that also compute $\|\gamma\|$ and $\|f(t)\|$, respectively. Given such a description of the instance, the goal is to produce a quantum state $\epsilon$-close to $|x(T)\rangle$ (a normalized quantum state
proportional to $x(T)$ ).

As mentioned above, our main contribution is to implement a method that uses a global approximation of the solution. We do this by developing a quantum version of socalled spectral methods, a technique from classical numerical analysis that (approximately) represents the components of the solution $x(t)_{i} \approx \sum_{j} c_{i j} \phi_{j}(t)$ as linear combinations of basis functions $\phi_{j}(t)$ expressing the time dependence. Specifically, we implement a Chebyshev pseudospectral method $[65,66]$ using the QLSA. This approach approximates the solution by a truncated Chebyshev series with undetermined coefficients and solves for those coefficients using a linear system that interpolates the differential equations. According to the convergence theory of spectral methods, the solution error decreases exponentially provided the solution is sufficiently smooth [67,68]. We use the LCU-based QLSA to solve this linear system with high precision [46]. To analyze the algorithm, we upper bound the solution error and condition number of the linear system and lower bound the success probability of the final measurement. Overall, we show that the total complexity of this approach is poly $(\log (1 / \epsilon))$ for general time-dependent ODEs. Informally, we show the following:

Theorem 2.1 (Informal). Consider a linear ODE (2.1) with given initial conditions. Assume $A(t)$ is s-sparse and diagonalizable, and $\operatorname{Re}\left(\lambda_{i}(t)\right) \leq 0$ for all eigenvalues of $A(t)$. Then there exists a quantum algorithm that produces a state $\epsilon$-close in $l_{2}$ norm to the exact solution, succeeding with probability $\Omega(1)$, with query and gate complexity $O(s\|A\| T \operatorname{poly}(\log (s\|A\| T / \epsilon)))$.

In addition to initial value problems (IVPs), our approach can also address boundary
value problems (BVPs). Given an oracle for preparing a state $\alpha|x(0)\rangle+\beta|x(T)\rangle$ expressing a general boundary condition, the goal of the quantum BVP is to produce a quantum state $\epsilon$-close to $|x(t)\rangle$ (a normalized state proportional to $x(t)$ ) for any desired $t \in[0, T]$. We also give a quantum algorithm for this problem with complexity $\operatorname{poly}(\log (1 / \epsilon))$, as follows:

Theorem 2.2 (Informal). Consider a linear ODE (2.1) with given boundary conditions. Assume $A(t)$ is s-sparse and diagonalizable, and $\operatorname{Re}\left(\lambda_{i}(t)\right) \leq 0$ for all eigenvalues of $A(t)$. Then there exists a quantum algorithm that produces a state $\epsilon$-close in $l_{2}$ norm to the exact solution, succeeding with probability $\Omega(1)$, with query and gate complexity $O\left(s\|A\|^{4} T^{4} \operatorname{poly}(\log (s\|A\| T / \epsilon))\right)$.

We give formal statements of Theorem 2.1 and Theorem 2.2 in Section 2.8 and Section 2.9 , respectively. Note that the dependence of the complexity on $\|A\|$ and $T$ is worse for BVPs than for IVPs. This is because a rescaling approach that we apply for IVPs (introduced in Section 2.3) cannot be extended to BVPs.

The remainder of this chapter is organized as follows. Section 2.2 introduces the spectral method and Section 2.3 shows how to encode it into a quantum linear system. Then Section 2.4 analyzes the exponential decrease of the solution error, Section 2.5 bounds the condition number of the linear system, Section 2.6 lower bounds the success probability of the final measurement, and Section 2.7 describes how to prepare the initial quantum state. We combine these bounds in Section 2.8 to establish the main result. We then extend the analysis for initial value problems to boundary value problems in Section 2.9. Finally, we conclude in Section 2.10 with a discussion of the results and
some open problems.

### 2.2 Spectral method

Spectral methods provide a way of solving differential equations using global approximations [67,68]. The main idea of the approach is as follows. First, express an approximate solution as a linear combination of certain basis functions with undetermined coefficients. Second, construct a system of linear equations that such an approximate solution should satisfy. Finally, solve the linear system to determine the coefficients of the linear combination.

Spectral methods offer a flexible approach that can be adapted to different settings by careful choice of the basis functions and the linear system. A Fourier series provides an appropriate basis for periodic problems, whereas Chebyshev polynomials can be applied more generally. The linear system can be specified using Gaussian quadrature (giving a spectral element method or Tau method), or one can simply interpolate the differential equations using quadrature nodes (giving a pseudo-spectral method) [68]. Since general linear ODEs are non-periodic, and interpolation facilitates constructing a straightforward linear system, we develop a quantum algorithm based on the Chebyshev pseudo-spectral method [65, 66].

In this approach, we consider a truncated Chebyshev approximation $x(t)$ of the exact solution $\hat{x}(t)$, namely

$$
\begin{equation*}
x_{i}(t)=\sum_{k=0}^{n} c_{i, k} T_{k}(t), \quad i \in[d]_{0}:=\{0,1, \ldots, d-1\} \tag{2.4}
\end{equation*}
$$

for any $n \in \mathbb{Z}^{+}$. Here $T_{k}(t)=\cos (k \arccos x)$ is the Chebyshev polynomial of the first kind. (See [54, Appendix A] for its properties.) The coefficients $c_{i, k} \in \mathbb{C}$ for all $i \in[d]_{0}$ and $k \in[n+1]_{0}$ are determined by demanding that $x(t)$ satisfies the ODE and initial conditions at a set of interpolation nodes $\left\{t_{l}\right\}_{l=0}^{n}$ (with $1=t_{0}>t_{1}>\cdots>t_{n}=-1$ ), where $x\left(t_{0}\right)$ and $x\left(t_{n}\right)$ are the initial and final states, respectively. In other words, we require

$$
\begin{equation*}
\frac{\mathrm{d} x\left(t_{l}\right)}{\mathrm{d} t}=A\left(t_{l}\right) x\left(t_{l}\right)+f\left(t_{l}\right), \quad \forall l \in[n+1], t \in[-1,1] \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}\left(t_{0}\right)=\gamma_{i}, \quad i \in[d]_{0} \tag{2.6}
\end{equation*}
$$

We choose the domain $[-1,1]$ in (2.5) because this is the natural domain for Chebyshev polynomials. Correspondingly, in the following section, we rescale the domain of initial value problems to be $[-1,1]$. We would like to be able to increase the accuracy of the approximation by increasing $n$, so that

$$
\begin{equation*}
\|\hat{x}(t)-x(t)\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{2.7}
\end{equation*}
$$

There are many possible choices for the interpolation nodes. Here we use the Chebyshev-Gauss-Lobatto quadrature nodes, $t_{l}=\cos \frac{l \pi}{n}$ for $l \in[n+1]_{0}$, since these nodes achieve the highest convergence rate among all schemes with the same number of nodes $[63,64]$. These nodes also have the convenient property that $T_{k}\left(t_{l}\right)=\cos \frac{k l \pi}{n}$, making it easy to compute the values $x_{i}\left(t_{l}\right)$.

To evaluate the condition (2.5), it is convenient to define coefficients $c_{i, k}^{\prime}$ for $i \in[d]_{0}$
and $k \in[n+1]_{0}$ such that

$$
\begin{equation*}
\frac{\mathrm{d} x_{i}(t)}{\mathrm{d} t}=\sum_{k=0}^{n} c_{i, k}^{\prime} T_{k}(t) \tag{2.8}
\end{equation*}
$$

We can use the differential property of Chebyshev polynomials,

$$
\begin{equation*}
2 T_{k}(t)=\frac{T_{k+1}^{\prime}(t)}{k+1}-\frac{T_{k-1}^{\prime}(t)}{k-1} \tag{2.9}
\end{equation*}
$$

to determine the transformation between $c_{i, k}$ and $c_{i, k}^{\prime}$. Based on the property of derivatives of Chebyshev polynomials (as detailed in [54, Appendix A]), we have

$$
\begin{equation*}
c_{i, k}^{\prime}=\sum_{j=0}^{n}\left[D_{n}\right]_{k j} c_{i, j}, \quad i \in[d]_{0}, k \in[n+1]_{0} \tag{2.10}
\end{equation*}
$$

where $D_{n}$ is the $(n+1) \times(n+1)$ upper triangular matrix with nonzero entries

$$
\begin{equation*}
\left[D_{n}\right]_{k j}=\frac{2 j}{\sigma_{k}}, \quad k+j \text { odd }, j>k \tag{2.11}
\end{equation*}
$$

where

$$
\sigma_{k}:= \begin{cases}2 & k=0  \tag{2.12}\\ 1 & k \in[n]:=\{1,2, \ldots, n\} .\end{cases}
$$

Using this expression in (2.5), (2.10), and (2.11), we obtain the following linear equations:

$$
\begin{equation*}
\sum_{k=0}^{n} T_{k}\left(t_{l}\right) c_{i, k}^{\prime}=\sum_{j=0}^{d-1} A_{i j}\left(t_{l}\right) \sum_{k=0}^{n} T_{k}\left(t_{l}\right) c_{j, k}+f\left(t_{l}\right)_{i}, \quad i \in[d]_{0}, l \in[n+1]_{0} \tag{2.13}
\end{equation*}
$$

We also demand that the Chebyshev series satisfies the initial condition $x_{i}(1)=\gamma_{i}$ for all $i \in[d]_{0}$. This system of linear equations gives a global approximation of the underlying system of differential equations. Instead of locally approximating the ODE at discretized times, these linear equations use the behavior of the differential equations at the $n+1$ times $\left\{t_{l}\right\}_{l=0}^{n}$ to capture their behavior over the entire interval $[-1,1]$.

Our algorithm solves this linear system using the high-precision QLSA [46]. Given an encoding of the Chebyshev coefficients $c_{i k}$, we can obtain the approximate solution $x(t)$ as a suitable linear combination of the $c_{i k}$, a computation that can also be captured within a linear system. The resulting approximate solution $x(t)$ is close to the exact solution $\hat{x}(t)$ :

Lemma 2.1 (Lemma 19 of [67]). Let $\hat{x}(t) \in C^{r+1}(-1,1)$ be the solution of the differential equations (2.1) and let $x(t)$ satisfy (2.5) and (2.6) for $\left\{t_{l}=\cos \frac{l \pi}{n}\right\}_{l=0}^{n}$. Then there is a constant $C$, independent of $n$, such that

$$
\begin{equation*}
\max _{t \in[-1,1]}\|\hat{x}(t)-x(t)\| \leq C \max _{t \in[-1,1]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{n^{r-2}} . \tag{2.14}
\end{equation*}
$$

This shows that the convergence behavior of the spectral method is related to the smoothness of the solution. For a solution in $C^{r+1}$, the spectral method approximates the solution with $n=\operatorname{poly}(1 / \epsilon)$. Furthermore, if the solution is smoother, we have an even tighter bound:

Lemma 2.2 (Eq. (1.8.28) of [68]). Let $\hat{x}(t) \in C^{\infty}(-1,1)$ be the solution of the differential
equations (2.1) and let $x(t)$ satisfy (2.5) and (2.6) for $\left\{t_{l}=\cos \frac{l \pi}{n}\right\}_{l=0}^{n}$. Then

$$
\begin{equation*}
\max _{t \in[-1,1]}\|\hat{x}(t)-x(t)\| \leq \sqrt{\frac{2}{\pi}} \max _{t \in[-1,1]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.15}
\end{equation*}
$$

For simplicity, we replace the value $\sqrt{2 / \pi}$ by the upper bound of 1 in the following analysis.

This result implies that if the solution is in $C^{\infty}$, the spectral method approximates the solution to within $\epsilon$ using only $n=\operatorname{poly}(\log (1 / \epsilon))$ terms in the Chebyshev series. Consequently, this approach gives a quantum algorithm with complexity poly $(\log (1 / \epsilon))$.

### 2.3 Linear system

In this section we construct a linear system that encodes the solution of a system of differential equations via the Chebyshev pseudospectral method introduced in Section 2.2. We consider a system of linear, first-order, time-dependent ordinary differential equations, and focus on the following initial value problem. This is a formal statement of Problem 1.3.

Problem 2.1. In the quantum ODE problem, we are given a system of equations

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=A(t) x(t)+f(t) \tag{2.16}
\end{equation*}
$$

where $x(t) \in \mathbb{C}^{d}, A(t) \in \mathbb{C}^{d \times d}$ is $s$-sparse, and $f(t) \in \mathbb{C}^{d}$ for all $t \in[0, T]$. We assume that $A_{i j}, f_{i} \in C^{\infty}(0, T)$ for all $i, j \in[d]$. We are also given an initial condition $x(0)=\gamma \in \mathbb{C}^{d}$. Given oracles that compute the locations and values of nonzero entries
of $A(t)$ for any $t^{2}$, and that prepare normalized states $|\gamma\rangle$ proportional to $\gamma$ and $|f(t)\rangle$ proportional to $f(t)$ for any $t \in[0, T]$, the goal is to output a quantum state $|x(T)\rangle$ that is $\epsilon$-close to the normalized $x(T)$ in $\ell_{2}$ norm.

Without loss of generality, we rescale the interval $[0, T]$ onto $[-1,1]$ by the linear map $t \mapsto 1-2 t / T$. Under this rescaling, we have $\frac{\mathrm{d}}{\mathrm{d} t} \mapsto-\frac{T}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}$, so $A \mapsto-\frac{T}{2} A$, which can increase the spectral norm. To reduce the dependence on $T$-specifically, to give an algorithm with complexity close to linear in $T$-we divide the interval $[0, T]$ into subintervals $\left[0, \Gamma_{1}\right],\left[\Gamma_{1}, \Gamma_{2}\right], \ldots,\left[\Gamma_{m-1}, T\right]$ with $\Gamma_{0}:=0, \Gamma_{m}:=T$. Each subinterval $\left[\Gamma_{h}, \Gamma_{h+1}\right]$ for $h \in[m]_{0}$ is then rescaled onto $[-1,1]$ with the linear map $K_{h}:\left[\Gamma_{h}, \Gamma_{h+1}\right] \rightarrow$ $[-1,1]$ defined by

$$
\begin{equation*}
K_{h}: t \mapsto 1-\frac{2\left(t-\Gamma_{h}\right)}{\Gamma_{h+1}-\Gamma_{h}}, \tag{2.17}
\end{equation*}
$$

which satisfies $K_{h}\left(\Gamma_{h}\right)=1$ and $K_{h}\left(\Gamma_{h+1}\right)=-1$. To solve the overall initial value problem, we simply solve the differential equations for each successive interval (as encoded into a single system of linear equations).

Now let $\tau_{h}:=\left|\Gamma_{h+1}-\Gamma_{h}\right|$ and define

$$
\begin{align*}
A_{h}(t) & :=-\frac{\tau_{h}}{2} A\left(K_{h}(t)\right)  \tag{2.18}\\
x_{h}(t) & :=x\left(K_{h}(t)\right)  \tag{2.19}\\
f_{h}(t) & :=-\frac{\tau_{h}}{2} f\left(K_{h}(t)\right) . \tag{2.20}
\end{align*}
$$

[^2]Then, for each $h \in[m]_{0}$, we have the rescaled differential equations

$$
\begin{equation*}
\frac{\mathrm{d} x_{h}}{\mathrm{~d} t}=A_{h}(t) x_{h}(t)+f_{h}(t) \tag{2.21}
\end{equation*}
$$

for $t \in[-1,1]$ with the initial conditions

$$
x_{h}(1)= \begin{cases}\gamma & h=0  \tag{2.22}\\ x_{h-1}(-1) & h \in[m] .\end{cases}
$$

By taking

$$
\begin{equation*}
\tau_{h} \leq \frac{2}{\max _{t \in\left[\Gamma_{h}, \Gamma_{h+1}\right]}\|A(t)\|} \tag{2.23}
\end{equation*}
$$

where $\|\cdot\|$ denotes the spectral norm, we can ensure that $\left\|A_{h}(t)\right\| \leq 1$ for all $t \in[-1,1]$. In particular, it suffices to take

$$
\begin{equation*}
\tau:=\max _{h \in\{0,1, \ldots, m-1\}} \tau_{h} \leq \frac{2}{\max _{t \in[0, T]}\|A(t)\|} \tag{2.24}
\end{equation*}
$$

Having rescaled the equations to use the domain $[-1,1]$, we now apply the Chebyshev pseudospectral method. Following Section 2.2, we substitute the truncated Chebyshev series of $x(t)$ into the differential equations with interpolating nodes $\left\{t_{l}=\cos \frac{l \pi}{n}: l \in\right.$ $[n]\}$, giving the linear system

$$
\begin{equation*}
\frac{\mathrm{d} x\left(t_{l}\right)}{\mathrm{d} t}=A_{h}\left(t_{l}\right) x\left(t_{l}\right)+f_{h}\left(t_{l}\right), \quad h \in[m]_{0}, l \in[n+1] \tag{2.25}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
x\left(t_{0}\right)=\gamma \tag{2.26}
\end{equation*}
$$

Note that in the following, terms with $l=0$ refer to this initial condition.
We now describe a linear system

$$
\begin{equation*}
L|X\rangle=|B\rangle \tag{2.27}
\end{equation*}
$$

that encodes the Chebyshev pseudospectral approximation and uses it to produce an approximation of the solution at time $T$.

The vector $|X\rangle \in \mathbb{C}^{m+p} \otimes \mathbb{C}^{d} \otimes \mathbb{C}^{n+1}$ represents the solution in the form

$$
\begin{equation*}
|X\rangle=\sum_{h=0}^{m-1} \sum_{i=0}^{d-1} \sum_{l=0}^{n} c_{i, l}\left(\Gamma_{h+1}\right)|h i l\rangle+\sum_{h=m}^{m+p} \sum_{i=0}^{d-1} \sum_{l=0}^{n} x_{i}|h i l\rangle \tag{2.28}
\end{equation*}
$$

where $c_{i, l}\left(\Gamma_{h+1}\right)$ are the Chebyshev series coefficients of $x\left(\Gamma_{h+1}\right)$ and $x_{i}:=x\left(\Gamma_{m}\right)_{i}$ is the $i$ th component of the final state $x\left(\Gamma_{m}\right)$.

The right-hand-side vector $|B\rangle$ represents the input terms in the form

$$
\begin{equation*}
|B\rangle=\sum_{h=0}^{m-1}|h\rangle\left|B\left(f_{h}\right)\right\rangle \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|B\left(f_{h}\right)\right\rangle=\sum_{i=0}^{d-1} \gamma_{i}|i 0\rangle+\sum_{i=0}^{d-1} \sum_{l=1}^{n} f_{h}\left(\cos \frac{l \pi}{n}\right)_{i}|i l\rangle, \quad h \in[m-1] . \tag{2.30}
\end{equation*}
$$

Here $\gamma$ is the initial condition and $f_{h}\left(\cos \frac{l \pi}{n}\right)_{i}$ is $i$ th component of $f_{h}$ at the interpolation point $t_{l}=\cos \frac{l \pi}{n}$.

We decompose the matrix $L$ in the form

$$
\begin{equation*}
L=\sum_{h=0}^{m-1}|h\rangle\langle h| \otimes\left(L_{1}+L_{2}\left(A_{h}\right)\right)+\sum_{h=1}^{m}|h\rangle\langle h-1| \otimes L_{3}+\sum_{h=m}^{m+p}|h\rangle\langle h| \otimes L_{4}+\sum_{h=m+1}^{m+p}|h\rangle\langle h-1| \otimes L_{5} . \tag{2.31}
\end{equation*}
$$

We now describe each of the matrices $L_{i}$ for $i \in[5]$ in turn.
The matrix $L_{1}$ is a discrete representation of $\frac{\mathrm{d} x}{\mathrm{~d} t}$, satisfying

$$
\begin{equation*}
|h\rangle\langle h| \otimes L_{1}|X\rangle=\sum_{i=0}^{d-1} \sum_{k=0}^{n} T_{k}\left(t_{0}\right) c_{i, k}|h i 0\rangle+\sum_{i=0}^{d-1} \sum_{l=1, k, r=0}^{n} T_{k}\left(t_{l}\right)\left[D_{n}\right]_{k r} c_{i, r}|h i l\rangle \tag{2.32}
\end{equation*}
$$

(recall from (2.8) and (2.10) that $D_{n}$ encodes the action of the time derivative on a Chebyshev expansion). Thus $L_{1}$ has the form

$$
\begin{align*}
L_{1} & =\sum_{i=0}^{d-1} \sum_{k=0}^{n} T_{k}\left(t_{0}\right)|i 0\rangle\langle i k|+\sum_{i=0}^{d-1} \sum_{l=1, k, r=0}^{n} \cos \frac{k l \pi}{n}\left[D_{n}\right]_{k r}|i l\rangle\langle i r|  \tag{2.33}\\
& =I_{d} \otimes\left(|0\rangle\langle 0| P_{n}+\sum_{l=1}^{n}|l\rangle\langle l| P_{n} D_{n}\right) \tag{2.34}
\end{align*}
$$

where the interpolation matrix is a discrete cosine transform matrix:

$$
\begin{equation*}
P_{n}:=\sum_{l, k=0}^{n} \cos \frac{k l \pi}{n}|l\rangle\langle k| . \tag{2.35}
\end{equation*}
$$

The matrix $L_{2}\left(A_{h}\right)$ discretizes $A_{h}(t)$, i.e.,

$$
\begin{equation*}
|h\rangle\langle h| \otimes L_{2}\left(A_{h}\right)|X\rangle=-\sum_{i, j=0}^{d-1} \sum_{l=1, k=0}^{n} A_{h}\left(t_{l}\right)_{i j} T_{k}\left(t_{l}\right) c_{j, k}|h i l\rangle . \tag{2.36}
\end{equation*}
$$

Thus

$$
\begin{align*}
L_{2}\left(A_{h}\right) & =-\sum_{i, j=0}^{d-1} \sum_{l=1, k=0}^{n} A_{h}\left(t_{l}\right)_{i j} \cos \frac{k l \pi}{n}|i l\rangle\langle j k|  \tag{2.37}\\
& =-\sum_{l=1}^{n} A_{h}\left(t_{l}\right) \otimes|l\rangle\langle l| P_{n} . \tag{2.38}
\end{align*}
$$

Note that if $A_{h}$ is time-independent, then

$$
\begin{equation*}
L_{2}\left(A_{h}\right)=-A_{h} \otimes P_{n} \tag{2.39}
\end{equation*}
$$

The matrix $L_{3}$ combines the Chebyshev series coefficients $c_{i, l}$ to produce $x_{i}$ for each $i \in[d]_{0}$. To express the final state $x(-1), L_{3}$ represents the linear combination $x_{i}(-1)=\sum_{k=0}^{n} c_{i, k} T_{k}(-1)=\sum_{k=0}^{n}(-1)^{k} c_{i, k}$. Thus we take

$$
\begin{equation*}
L_{3}=\sum_{i=0}^{d-1} \sum_{k=0}^{n}(-1)^{k}|i 0\rangle\langle i k| . \tag{2.40}
\end{equation*}
$$

Notice that $L_{3}$ has zero rows for $l \in[n]$.
When $h=m, L_{4}$ is used to construct $x_{i}$ from the output of $L_{3}$ for $l=0$, and to repeat $x_{i} n$ times for $l \in[n]$. When $m+1 \leq h \leq m+p$, both $L_{4}$ and $L_{5}$ are used to repeat $x_{i}(n+1) p$ times for $l \in[n]$. This repetition serves to increase the success probability of the final measurement. In particular, we take

$$
\begin{equation*}
L_{4}=-\sum_{i=0}^{d-1} \sum_{l=1}^{n}|i l\rangle\langle i l-1|+\sum_{i=0}^{d-1} \sum_{l=0}^{n}|i l\rangle\langle i l| \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{5}=-\sum_{i=0}^{d-1}|i 0\rangle\langle i n| . \tag{2.42}
\end{equation*}
$$

In summary, the linear system is as follows. For each $h \in[m]_{0},\left(L_{1}+L_{2}\left(A_{h}\right)\right)|X\rangle=$ $\left|B_{h}\right\rangle$ solves the differential equations over $\left[\Gamma_{h}, \Gamma_{h+1}\right]$, and the coefficients $c_{i, l}\left(\Gamma_{h+1}\right)$ are combined by $L_{3}$ into the $(h+1)$ st block as initial conditions. When $h=m$, the final coefficients $c_{i, l}\left(\Gamma_{m}\right)$ are combined by $L_{3}$ and $L_{4}$ into the final state with coefficients $x_{i}$, and this solution is repeated $(p+1)(n+1)$ times by $L_{4}$ and $L_{5}$.

### 2.4 Solution error

In this section, we bound how well the solution of the linear system defined above approximates the actual solution of the system of differential equations.

Lemma 2.3. For the linear system $L|X\rangle=|B\rangle$ defined in (2.27), let $x$ be the approximate ODE solution specified by the linear system and let $\hat{x}$ be the exact ODE solution. Then for $n$ sufficiently large, the error in the solution at time $T$ satisfies

$$
\begin{equation*}
\|\hat{x}(T)-x(T)\| \leq m \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}} \tag{2.43}
\end{equation*}
$$

Proof. First we carefully choose $n$ satisfying

$$
\begin{equation*}
n \geq \frac{e}{2}\left\lfloor\frac{\log (\omega)}{\log (\log (\omega))}\right\rfloor \tag{2.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega:=\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}(m+1) \tag{2.45}
\end{equation*}
$$

to ensure that

$$
\begin{equation*}
\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n} \leq \frac{1}{m+1} \tag{2.46}
\end{equation*}
$$

According to the quantum spectral method defined in Section 2.3, we solve

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=A_{h}(t) x(t)+f_{h}(t), \quad h \in[m]_{0} \tag{2.47}
\end{equation*}
$$

We denote the exact solution by $\hat{x}\left(\Gamma_{h+1}\right)$, and we let $x\left(\Gamma_{h+1}\right)=\sum_{i=0}^{d} \sum_{l=0}^{n}(-1)^{n} c_{i, l}\left(\Gamma_{h+1}\right)$, where $c_{i, l}\left(\Gamma_{h+1}\right)$ is defined in (2.28). Define

$$
\begin{equation*}
\Delta_{h+1}:=\left\|\hat{x}\left(\Gamma_{h+1}\right)-x\left(\Gamma_{h+1}\right)\right\| . \tag{2.48}
\end{equation*}
$$

For $h=0$, Lemma 2.2 implies

$$
\begin{equation*}
\Delta_{1}=\left\|\hat{x}\left(\Gamma_{1}\right)-x\left(\Gamma_{1}\right)\right\| \leq \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.49}
\end{equation*}
$$

For $h \in[m]$, the error in the approximate solution of $\frac{\mathrm{d} x}{\mathrm{~d} t}=A_{h}(t) x(t)+f_{h}(t)$ has two contributions: the error from the linear system and the error in the initial condition. We let $\widetilde{x}\left(\Gamma_{h+1}\right)$ denote the solution of the linear system $\left(L_{1}+L_{2}\left(A_{h}\right)\right)\left|\widetilde{x}\left(\Gamma_{h+1}\right)\right\rangle=\left|B\left(f_{h}\right)\right\rangle$ under the initial condition $\hat{x}\left(\Gamma_{h}\right)$. Then

$$
\begin{equation*}
\Delta_{h+1} \leq\left\|\hat{x}\left(\Gamma_{h+1}\right)-\widetilde{x}\left(\Gamma_{h+1}\right)\right\|+\left\|\widetilde{x}\left(\Gamma_{h+1}\right)-x\left(\Gamma_{h+1}\right)\right\| . \tag{2.50}
\end{equation*}
$$

The first term can be bounded using Lemma 2.2, giving

$$
\begin{equation*}
\left\|\hat{x}\left(\Gamma_{h+1}\right)-\widetilde{x}\left(\Gamma_{h+1}\right)\right\| \leq \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.51}
\end{equation*}
$$

The second term comes from the initial error $\Delta_{h}$, which is transported through the linear system. Let

$$
\begin{equation*}
E_{h+1}=\hat{E}_{h+1}+\delta_{h+1} \tag{2.52}
\end{equation*}
$$

where $E_{h+1}$ is the solution of the linear system with input $\Delta_{h}$ and $\hat{E}_{h+1}$ is the exact solution of $\frac{\mathrm{d} x}{\mathrm{~d} t}=A_{h+1}(t) x(t)+f_{h+1}(t)$ with initial condition $x\left(\Gamma_{h}\right)=\Delta_{h}$. Then by Lemma 2.2,

$$
\begin{equation*}
\left\|\delta_{h+1}\right\|=\left\|\hat{E}_{h+1}-E_{h+1}\right\| \leq \frac{\Delta_{h}}{\|\gamma\|} \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.53}
\end{equation*}
$$

so

$$
\begin{equation*}
\left\|\widetilde{x}\left(\Gamma_{h+1}\right)-x\left(\Gamma_{h+1}\right)\right\| \leq \Delta_{h}+\frac{\Delta_{h}}{\|\gamma\|} \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.54}
\end{equation*}
$$

Thus, we have an inequality recurrence for bounding $\Delta_{h}$ :

$$
\begin{equation*}
\Delta_{h+1} \leq\left(1+\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n}\right) \Delta_{h}+\max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \tag{2.55}
\end{equation*}
$$

Now we iterate $h$ from 1 to $m$. Equation (2.46) implies

$$
\begin{equation*}
\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n} \leq \frac{1}{m+1} \leq \frac{1}{m} \tag{2.56}
\end{equation*}
$$

so

$$
\begin{equation*}
\left(1+\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n}\right)^{m-1} \leq\left(1+\frac{1}{m}\right)^{m} \leq e \tag{2.57}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\Delta_{m} \leq & \left(1+\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n}\right)^{m-1} \Delta_{1} \\
& +\sum_{h=1}^{m-1}\left(1+\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n}\right)^{h-1} \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n} \\
\leq & \left(1+\frac{1}{m}\right)^{m-1} \Delta_{1}+(m-1)\left(1+\frac{1}{m}\right)^{m-1} \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\|\left(\frac{e}{2 n}\right)^{n}  \tag{2.58}\\
\leq & \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}}+(m-1) \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}} \\
= & m \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}},
\end{align*}
$$

which shows that the solution error decreases exponentially with $n$. In other words, the linear system approximates the solution with error $\epsilon$ using $n=\operatorname{poly}(\log (1 / \epsilon))$.

Note that for time-independent differential equations, we can directly estimate $\left\|\hat{x}^{(n+1)}(t)\right\|$ using

$$
\begin{equation*}
\hat{x}^{(n+1)}(t)=A_{h}^{n+1} \hat{x}(t)+A_{h}^{n} f_{h} . \tag{2.59}
\end{equation*}
$$

Writing $A_{h}=V_{h} \Lambda_{h} V_{h}^{-1}$ where $\Lambda_{h}=\operatorname{diag}\left(\lambda_{0}, \ldots, \lambda_{d-1}\right)$, we have $e^{A_{h}}=V_{h} e^{\Lambda_{h}} V_{h}^{-1}$. Thus the exact solution of time-independent equation with initial condition $\hat{x}(1)=\gamma$ is

$$
\begin{align*}
\hat{x}(t) & =e^{A_{h}(1-t)} \gamma+\left(e^{A_{h}(1-t)}-I\right) A_{h}^{-1} f_{h}  \tag{2.60}\\
& =V_{h} e^{\Lambda_{h}} V_{h}^{-1} \gamma+V_{h}\left(e^{\Lambda_{h}(1-t)}-I\right) \Lambda_{h}^{-1} V_{h}^{-1} f_{h} .
\end{align*}
$$

Since $\operatorname{Re}\left(\lambda_{i}\right) \leq 0$ for all eigenvalues $\lambda_{i}$ of $A_{h}$ for $i \in[d]_{0}$, we have $\left\|e^{\Lambda_{h}}\right\| \leq 1$. Therefore

$$
\begin{equation*}
\|\hat{x}(t)\| \leq \kappa_{V}\left(\|\gamma\|+2\left\|f_{h}\right\|\right) \tag{2.61}
\end{equation*}
$$

Furthermore, since $\max _{h, t}\left\|A_{h}(t)\right\| \leq 1$, we have

$$
\begin{align*}
\max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| & \leq \max _{t \in[0, T]}\left(\|\hat{x}(t)\|+\left\|f_{h}(t)\right\|\right) \\
& \leq \kappa_{V}\left(\|\gamma\|+3\left\|f_{h}\right\|\right)  \tag{2.62}\\
& \leq \kappa_{V}(\|\gamma\|+2 \tau\|f\|) .
\end{align*}
$$

Thus the solution error satisfies

$$
\begin{equation*}
\|\hat{x}(T)-x(T)\| \leq m \kappa_{V}(\|\gamma\|+2 \tau\|f\|) \frac{e^{n+1}}{(2 n)^{n}} \tag{2.63}
\end{equation*}
$$

Note that, although we represent the solution differently, this bound is similar to the corresponding bound in [53, Theorem 6].

### 2.5 Condition number

We now analyze the condition number of the linear system.

Lemma 2.4. Consider an instance of the quantum ODE problem as defined in Problem 2.1. For all $t \in[0, T]$, assume $A(t)$ can be diagonalized as $A(t)=V(t) \Lambda(t) V^{-1}(t)$ for some $\Lambda(t)=\operatorname{diag}\left(\lambda_{0}(t), \ldots, \lambda_{d}(t)\right)$, with $\operatorname{Re}\left(\lambda_{i}(t)\right) \leq 0$ for all $i \in[d]_{0}$. Let $\kappa_{V}:=$ $\max _{t \in[0, T]} \kappa_{V}(t)$ be an upper bound on the condition number of $V(t)$. Then for $m, p \in \mathbb{Z}^{+}$
and $n$ sufficiently large, the condition number of $L$ in the linear system (2.27) satisfies

$$
\begin{equation*}
\kappa_{L} \leq(\pi m+p+2)(n+1)^{3.5}\left(2 \kappa_{V}+e\|\gamma\|\right) \tag{2.64}
\end{equation*}
$$

Proof. We begin by bounding the norms of some operators that appear in the definition of $L$. First we consider the $l_{\infty}$ norm of $D_{n}$ since this is straightforward to calculate:

$$
\left\|D_{n}\right\|_{\infty}:=\max _{1 \leq i \leq n} \sum_{j=0}^{n}\left|\left[D_{n}\right]_{i j}\right|= \begin{cases}\frac{n(n+2)}{2} & n \text { even }  \tag{2.65}\\ \frac{(n+1)^{2}}{2}-2 & n \text { odd }\end{cases}
$$

Thus we have the upper bound

$$
\begin{equation*}
\left\|D_{n}\right\| \leq \sqrt{n+1}\left\|D_{n}\right\|_{\infty} \leq \frac{(n+1)^{2.5}}{2} \tag{2.66}
\end{equation*}
$$

Next we upper bound the spectral norm of the discrete cosine transform matrix $P_{n}$ :

$$
\begin{equation*}
\left\|P_{n}\right\|^{2} \leq \max _{0 \leq l \leq n} \sum_{k=0}^{n} \cos ^{2} \frac{k l \pi}{n} \leq \max _{0 \leq l \leq n}\{n+1\}=n+1 \tag{2.67}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\|P_{n}\right\| \leq \sqrt{n+1} \tag{2.68}
\end{equation*}
$$

Thus we can upper bound the norm of $L_{1}$ as

$$
\begin{equation*}
\left\|L_{1}\right\| \leq\left\|D_{n}\right\|\left\|P_{n}\right\| \leq \frac{(n+1)^{3}}{2} \tag{2.69}
\end{equation*}
$$

Next we consider the spectral norm of $L_{2}\left(A_{h}\right)$ for any $h \in[m]_{0}$. We have

$$
\begin{equation*}
L_{2}\left(A_{h}\right)=-\sum_{l=1}^{n} A_{h}\left(t_{l}\right) \otimes|l\rangle\langle l| P_{n} \tag{2.70}
\end{equation*}
$$

Since the eigenvalues of each $A_{h}\left(t_{l}\right)$ for $l \in[n+1]_{0}$ are all eigenvalues of

$$
\begin{equation*}
\sum_{l=0}^{n} A_{h}\left(t_{l}\right) \otimes|l\rangle\langle l| \tag{2.71}
\end{equation*}
$$

we have

$$
\begin{equation*}
\| \sum_{l=1}^{n} A_{h}\left(t_{l}\right) \otimes|l\rangle\langle l|\|\leq\| \sum_{l=0}^{n} A_{h}\left(t_{l}\right) \otimes|l\rangle\langle l|\left\|\leq \max _{t \in[-1,1]}\right\| A_{h}(t) \| \leq 1 \tag{2.72}
\end{equation*}
$$

by (2.23). Therefore

$$
\begin{equation*}
\left\|L_{2}\left(A_{h}\right)\right\| \leq\left\|P_{n}\right\| \leq \sqrt{n+1} \tag{2.73}
\end{equation*}
$$

By direct calculation, we have

$$
\begin{align*}
& \left\|L_{3}\right\|=\sqrt{n+1}  \tag{2.74}\\
& \left\|L_{4}\right\| \leq 2  \tag{2.75}\\
& \left\|L_{5}\right\|=1 \tag{2.76}
\end{align*}
$$

Thus, for $n \geq 5$, we find

$$
\begin{equation*}
\|L\| \leq \frac{(n+1)^{3}}{2}+\sqrt{n+1}+\sqrt{n+1}+2+1 \leq(n+1)^{3} . \tag{2.77}
\end{equation*}
$$

Next we upper bound $\left\|L^{-1}\right\|$. By definition,

$$
\begin{equation*}
\left\|L^{-1}\right\|=\sup _{\| B\rangle \| \leq 1} \| L^{-1}|B\rangle \| \tag{2.78}
\end{equation*}
$$

We express $|B\rangle$ as

$$
\begin{equation*}
|B\rangle=\sum_{h=0}^{m+p} \sum_{l=0}^{n} \sum_{i=0}^{d-1} \beta_{h i l}|h i l\rangle=\sum_{h=0}^{m+p} \sum_{l=0}^{n}\left|b_{h l}\right\rangle \tag{2.79}
\end{equation*}
$$

where $\left|b_{h l}\right\rangle:=\sum_{i=0}^{d-1} \beta_{h i l}|h i l\rangle$ satisfies $\|\left|b_{h l}\right\rangle \|^{2}=\sum_{i=0}^{d-1}\left|\beta_{h i l}\right|^{2} \leq 1$. For any fixed $h \in[m+p+1]_{0}$ and $l \in[n+1]_{0}$, we first upper bound $\| L^{-1}\left|b_{h l}\right\rangle \|$ and use this to upper bound the norm of $L^{-1}$ applied to linear combinations of such vectors.

Recall that the linear system comes from (2.13), which is equivalent to

$$
\begin{equation*}
\sum_{k=0}^{n} T_{k}^{\prime}\left(t_{r}\right) c_{i, k}\left(\Gamma_{h}\right)=\sum_{j=0}^{d-1} A_{h}\left(t_{r}\right)_{i j} \sum_{k=0}^{n} T_{k}\left(t_{r}\right) c_{j, k}\left(\Gamma_{h}\right)+f_{h}\left(t_{r}\right)_{i}, \quad i \in[d]_{0}, r \in[n+1]_{0} \tag{2.80}
\end{equation*}
$$

For fixed $h \in[m+p+1]_{0}$ and $r \in[n+1]_{0}$, define vectors $x_{h r}, x_{h r}^{\prime} \in \mathbb{C}^{d}$ with

$$
\begin{equation*}
\left(x_{h r}\right)_{i}:=\sum_{k=0}^{n} T_{k}\left(t_{r}\right) c_{i, k}\left(\Gamma_{h}\right), \quad\left(x_{h r}^{\prime}\right)_{i}:=\sum_{k=0}^{n} T_{k}^{\prime}\left(t_{r}\right) c_{i, k}\left(\Gamma_{h}\right) \tag{2.81}
\end{equation*}
$$

for $i \in[d]_{0}$. We claim that $x_{h r}=x_{h r}^{\prime}=0$ for any $r \neq l$. Combining only the equations from (2.80) with $r \neq l$ gives the system

$$
\begin{equation*}
x_{h r}^{\prime}=A_{h}\left(t_{r}\right) x_{h r} \tag{2.82}
\end{equation*}
$$

Consider a corresponding system of differential equations

$$
\begin{equation*}
\frac{\mathrm{d} \hat{x}_{h r}(t)}{\mathrm{d} t}=A_{h}\left(t_{r}\right) \hat{x}(t)+b \tag{2.83}
\end{equation*}
$$

where $\hat{x}_{h r}(t) \in \mathbb{C}^{d}$ for all $t \in[-1,1]$. The solution of this system with $b=0$ and initial condition $\hat{x}_{h r}(1)=0$ is clearly $\hat{x}_{h r}(t)=0$ for all $t \in[-1,1]$. Then the $n$ th-order truncated Chebyshev approximation of (2.83), which should satisfy the linear system (2.82) by (2.4) and (2.5), is exactly $x_{h r}$. Using Lemma 2.3 and observing that $\hat{x}^{(n+1)}(t)=$ 0 , we have

$$
\begin{equation*}
x_{h r}=\hat{x}_{h r}(t)=0 . \tag{2.84}
\end{equation*}
$$

When $t=t_{l}$, we let $|B\rangle=\left|b_{h l}\right\rangle$ denote the first nonzero vector. Combining only the equations from (2.80) with $r=l$ gives the system

$$
\begin{equation*}
x_{h l}^{\prime}=A_{h}\left(t_{l}\right) x_{h l} \tag{2.85}
\end{equation*}
$$

Consider a corresponding system of differential equations

$$
\begin{equation*}
\frac{\mathrm{d} \hat{x}_{h r}(t)}{\mathrm{d} t}=A_{h}\left(t_{r}\right) \hat{x}(t)+b \tag{2.86}
\end{equation*}
$$

with $\gamma=b_{h 0}, b=0$ for $l=0$; or $\gamma=0, b=b_{h l}$ for $l \in[n]$.
Using the diagonalization $A_{h}\left(t_{l}\right)=V\left(t_{l}\right) \Lambda_{h}\left(t_{l}\right) V^{-1}\left(t_{l}\right)$, we have $e^{A}=V\left(t_{l}\right) e^{\Lambda_{h}\left(t_{l}\right)} V^{-1}\left(t_{l}\right)$. Thus the exact solution of the differential equations (2.83) with $r=l$ and initial condition
$\hat{x}_{h r}(1)=\gamma$ is

$$
\begin{align*}
\hat{x}_{h r}(t) & =e^{A_{h}\left(t_{l}\right)(1-t)} \gamma+\left(e^{A_{h}\left(t_{l}\right)(1-t)}-I\right) A_{h}\left(t_{l}\right)^{-1} b  \tag{2.87}\\
& =V\left(t_{l}\right) e^{\Lambda_{h}\left(t_{l}\right)(1-t)} V^{-1}\left(t_{l}\right) \gamma+V\left(e^{\Lambda_{h}\left(t_{l}\right)(1-t)}-I\right) \Lambda_{h}\left(t_{l}\right)^{-1} V^{-1} b .
\end{align*}
$$

According to equation (2.46) in the proof of Lemma 2.3, we have

$$
\begin{equation*}
x_{h l}=\hat{x}_{h l}(-1)+\delta_{h l} \tag{2.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|\delta_{h l}\right\| \leq \max _{t \in[0, T]}\left\|\hat{x}_{h l}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}} \leq \frac{e\|\gamma\|}{m+1} \tag{2.89}
\end{equation*}
$$

Now for $h \in[m+1]_{0}$, we take $x_{h l}$ to be the initial condition $\gamma$ for the next subinterval to obtain $x_{(h+1) l}$. Using (2.87) and (2.88), starting from $\gamma=b_{h 0}, b=0$ for $l=0$, we find

$$
\begin{equation*}
x_{m l}=V\left(t_{l}\right)\left(\prod_{j=1}^{m-h+1} e^{2 \Lambda_{h}\left(t_{l}\right)}\right) V^{-1}\left(t_{l}\right) \gamma+\sum_{k=0}^{m-h} V\left(t_{l}\right)\left(\prod_{j=1}^{k} e^{2 \Lambda_{h}\left(t_{l}\right)}\right) V^{-1}\left(t_{l}\right) \delta_{(m-k) l} \tag{2.90}
\end{equation*}
$$

Since $\left\|\Lambda_{h}\left(t_{l}\right)\right\| \leq\|\Lambda\| \leq 1$ and $\Lambda_{h}\left(t_{l}\right)=\operatorname{diag}\left(\lambda_{0}, \ldots, \lambda_{d-1}\right)$ with $\operatorname{Re}\left(\lambda_{i}\right) \leq 0$ for $i \in[d]_{0}$, we have $\left\|e^{2 \Lambda_{h}\left(t_{l}\right)}\right\| \leq 1$. Therefore
$\left\|x_{h l}\right\| \leq\left\|x_{m l}\right\| \leq \kappa_{V}\left(t_{l}\right)\left\|b_{h l}\right\|+(m-h+1) \kappa_{V}\left(t_{l}\right)\left\|\delta_{h l}\right\| \leq \kappa_{V}\left(t_{l}\right)+e\|\gamma\| \leq \kappa_{V}+e\|\gamma\|$.

On the other hand, with $\gamma=0, b=b_{h l}$ for $l \in[n]$, we have

$$
\begin{align*}
x_{m l}= & V\left(t_{l}\right)\left(\prod_{j=1}^{m-h} e^{2 \Lambda_{h}\left(t_{l}\right)}\right)\left(\left(e^{2 \Lambda_{h}\left(t_{l}\right)}-I\right) \Lambda_{h}\left(t_{l}\right)^{-1}\right) V^{-1}\left(t_{l}\right) b \\
& +\sum_{k=0}^{m-h} V\left(t_{l}\right)\left(\prod_{j=1}^{k} e^{2 \Lambda_{h}\left(t_{l}\right)}\right) V^{-1}\left(t_{l}\right) \delta_{(m-k) l} \tag{2.92}
\end{align*}
$$

so

$$
\begin{equation*}
\left\|x_{h l}\right\| \leq 2 \kappa_{V}\left(t_{l}\right)\left\|b_{h l}\right\|+(m-h+1) \kappa_{V}\left(t_{l}\right)\left\|\delta_{h l}\right\| \leq 2 \kappa_{V}\left(t_{l}\right)+e\|\gamma\| \leq 2 \kappa_{V}+e\|\gamma\| . \tag{2.93}
\end{equation*}
$$

For $h \in\{m, m+1, \ldots, m+p\}$, according to the definition of $L_{4}$ and $L_{5}$, we similarly have

$$
\begin{equation*}
\left\|x_{h l}\right\|=\left\|x_{m l}\right\| \leq 2 \kappa_{V}+e\|\gamma\| . \tag{2.94}
\end{equation*}
$$

According to (2.87), $\hat{x}_{h l}(t)$ is a monotonic function of $t \in[-1,1]$, which implies

$$
\begin{equation*}
\left\|\hat{x}_{h l}(t)\right\|^{2} \leq \max \left\{\left\|\hat{x}_{h l}(-1)\right\|^{2},\left\|\hat{x}_{h l}(1)\right\|^{2}\right\} \leq\left(2 \kappa_{V}+e\|\gamma\|\right)^{2} . \tag{2.95}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\int_{-1}^{1} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}}}=\pi \tag{2.96}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{-1}^{1}\left\|\hat{x}_{h l}(t)\right\|^{2} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}}} \leq\left(2 \kappa_{V}+e\|\gamma\|\right)^{2} \int_{-1}^{1} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}}}=\pi\left(2 \kappa_{V}+e\|\gamma\|\right)^{2} \tag{2.97}
\end{equation*}
$$

Consider the Chebyshev expansion of $\hat{x}_{h l}(t)$ as in (2.4):

$$
\begin{equation*}
\hat{x}_{h l}(t)=\sum_{i=0}^{d-1} \sum_{l=0}^{\infty} c_{i, l}\left(\Gamma_{h+1}\right) T_{l}(\bar{t}) \tag{2.98}
\end{equation*}
$$

By the orthogonality of Chebyshev polynomials (as specified in [54, Appendix A]), we have

$$
\begin{align*}
& \int_{-1}^{1}\left\|\hat{x}_{h l}(t)\right\|^{2} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}}}=\int_{-1}^{1}\left(\sum_{i=0}^{d-1} \sum_{l=0}^{\infty} c_{i, l}\left(\Gamma_{h+1}\right) T_{l}(\bar{t})\right)^{2} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}}} \\
= & \sum_{i=0}^{d-1} \sum_{l=1}^{\infty} c_{i, l}^{2}\left(\Gamma_{h+1}\right)+2 \sum_{i=0}^{d-1} c_{i, 0}^{2}\left(\Gamma_{h+1}\right) \geq \sum_{i=0}^{d-1} \sum_{l=1}^{n} c_{i, l}^{2}\left(\Gamma_{h+1}\right)+2 \sum_{i=0}^{d-1} c_{i, 0}^{2}\left(\Gamma_{h+1}\right) . \tag{2.99}
\end{align*}
$$

Using (2.97), this gives

$$
\begin{equation*}
\sum_{i=0}^{d-1} \sum_{l=0}^{n} c_{i, l}^{2}\left(\Gamma_{h+1}\right) \leq \int_{-1}^{1} \hat{x}_{h l}^{2}(t) \frac{\mathrm{d} t}{\sqrt{1-t^{2}}} \leq \pi\left(2 \kappa_{V}+e\|\gamma\|\right)^{2} \tag{2.100}
\end{equation*}
$$

Now we compute $\||X\rangle \|$, summing the contributions from all $c_{i, r}\left(\Gamma_{h}\right)$ and $x_{m r}$, and notice that $c_{i, r}=0$ and $x_{m r}=0$ for all $r \neq l$, giving

$$
\begin{align*}
\||X\rangle \|^{2} & =\sum_{h=0}^{m-1} \sum_{i=0}^{d-1} c_{i, l}^{2}\left(\Gamma_{h+1}\right)+(p+1)\left(x_{m l}\right)^{2} \\
& \leq \pi m\left(2 \kappa_{V}+e\|\gamma\|\right)^{2}+(p+1)\left(\kappa_{V}+e\|\gamma\|\right)^{2}  \tag{2.101}\\
& \leq(\pi m+p+1)\left(2 \kappa_{V}+e\|\gamma\|\right)^{2}
\end{align*}
$$

Finally, considering all $h \in[m+p+1]_{0}$ and $l \in[n+1]_{0}$, from (2.79) we have

$$
\begin{equation*}
\||B\rangle\left\|^{2}=\sum_{h=0}^{m+p} \sum_{l=0}^{n}\right\|\left|b_{h l}\right\rangle \|^{2} \leq 1 \tag{2.102}
\end{equation*}
$$

so

$$
\begin{align*}
\left\|L^{-1}\right\|^{2} & =\sup _{\||B\rangle \| \leq 1} \| L^{-1}|B\rangle\left\|^{2}=\sup _{\||B\rangle \| \leq 1} \sum_{h=0}^{m+p} \sum_{l=0}^{n}\right\| L^{-1}\left|b_{h l}\right\rangle \|^{2} \\
& \leq(\pi m+p+1)(m+p+1)(n+1)\left(2 \kappa_{V}+e\|\gamma\|\right)^{2}  \tag{2.103}\\
& \leq(\pi m+p+1)^{2}(n+1)\left(2 \kappa_{V}+e\|\gamma\|\right)^{2},
\end{align*}
$$

and therefore

$$
\begin{equation*}
\left\|L^{-1}\right\| \leq(\pi m+p+1)(n+1)^{0.5}\left(2 \kappa_{V}+e\|\gamma\|\right) . \tag{2.104}
\end{equation*}
$$

Finally, combining (2.77) and (2.104) gives

$$
\begin{equation*}
\kappa_{L}=\|L\|\left\|L^{-1}\right\| \leq(\pi m+p+1)(n+1)^{3.5}\left(2 \kappa_{V}+e\|\gamma\|\right) \tag{2.105}
\end{equation*}
$$

as claimed.

### 2.6 Success probability

We now evaluate the success probability of our approach to the quantum ODE problem.

Lemma 2.5. Consider an instance of the quantum ODE problem as defined in Problem 2.1 with the exact solution $\hat{x}(t)$ for $t \in[0, T]$, and its corresponding linear system (2.27) with $m, p \in \mathbb{Z}^{+}$and $n$ sufficiently large. When applying the QLSA to this system, the probability of measuring a state proportional to $|x(T)\rangle=\sum_{i=0}^{d-1} x_{i}|i\rangle$ is

$$
\begin{equation*}
P_{\text {measure }} \geq \frac{(p+1)(n+1)}{\pi m q^{2}+(p+1)(n+1)} \tag{2.106}
\end{equation*}
$$

where $x_{i}$ is defined in (2.28), $\tau$ is defined in (2.24), and

$$
\begin{equation*}
q:=\max _{t \in[0, T]} \frac{\|\hat{x}(t)\|}{\|x(T)\|} \tag{2.107}
\end{equation*}
$$

Proof. After solving the linear system (2.27) using the QLSA, we measure the first and third registers of $|X\rangle$ (as defined in (2.28)). We decompose this state as

$$
\begin{equation*}
|X\rangle=\left|X_{\text {bad }}\right\rangle+\left|X_{\text {good }}\right\rangle \tag{2.108}
\end{equation*}
$$

where

$$
\begin{align*}
\left|X_{\mathrm{bad}}\right\rangle & =\sum_{h=0}^{m-1} \sum_{i=0}^{d-1} \sum_{l=0}^{n} c_{i, l}\left(\Gamma_{h+1}\right)|h i l\rangle,  \tag{2.109}\\
\left|X_{\text {good }}\right\rangle & =\sum_{h=m}^{m+p} \sum_{i=0}^{d-1} \sum_{l=0}^{n} x_{i}|h i l\rangle \tag{2.110}
\end{align*}
$$

When the first register is observed in some $h \in\{m, m+1, \ldots, m+p\}$ (no matter what outcome is seen for the third register), we output the second register, which is then in a normalized state proportional to the final state:

$$
\begin{equation*}
\left|X_{\text {measure }}\right\rangle=\frac{|x(T)\rangle}{\||x(T)\rangle \|}, \tag{2.111}
\end{equation*}
$$

with

$$
\begin{equation*}
|x(T)\rangle=\sum_{i=0}^{d-1} x_{i}|i\rangle=\sum_{i=0}^{d-1} \sum_{k=0}^{n} c_{i, k} T_{k}(t)|i\rangle . \tag{2.112}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\||x(T)\rangle \|^{2}=\sum_{i=0}^{d-1} x_{i}^{2} \tag{2.113}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\left|X_{\text {good }}\right\rangle\left\|^{2}=(p+1)(n+1) \sum_{i=0}^{d-1} x_{i}^{2}=(p+1)(n+1)\right\||x(T)\rangle \|^{2} \tag{2.114}
\end{equation*}
$$

Considering the definition of $q$, the contribution from time interval $h$ under the rescaling (2.17), and the identity (2.96), we have

$$
\begin{align*}
q^{2}\|x(T)\|^{2} & =\max _{t \in[0, T]}\|\hat{x}(t)\|^{2}=\frac{1}{\pi} \int_{-1}^{1} \frac{\mathrm{~d} \tau}{\sqrt{1-\tau^{2}}} \max _{t \in[0, T]}\|\hat{x}(t)\|^{2} \\
& \geq \frac{1}{\pi} \int_{-1}^{1} \frac{\mathrm{~d} \tau}{\sqrt{1-\tau^{2}}} \max _{t \in\left[\Gamma_{h}, \Gamma_{h+1}\right]}\|\hat{x}(t)\|^{2} \\
& =\frac{1}{\pi} \int_{-1}^{1} \frac{\mathrm{~d} \tau}{\sqrt{1-\tau^{2}}} \max _{\bar{t} \in[-1,1]}\left\|\hat{x}_{h}(\bar{t})\right\|^{2}  \tag{2.115}\\
& \geq \frac{1}{\pi} \int_{-1}^{1}\left\|\hat{x}_{h}(\bar{t})\right\|^{2} \frac{\mathrm{~d} \bar{t}}{\sqrt{1-\bar{t}^{2}}},
\end{align*}
$$

where $\hat{x}_{h}(\bar{t})$ is the solution of (2.47) with the rescaling in (2.19). By the orthogonality of Chebyshev polynomials (as specified in [54, Appendix A]),

$$
\begin{align*}
q^{2}\|x(T)\|^{2} & \geq \frac{1}{\pi} \int_{-1}^{1}\left\|\hat{x}_{h}(\bar{t})\right\|^{2} \frac{\mathrm{~d} \bar{t}}{\sqrt{1-\bar{t}^{2}}}=\frac{1}{\pi} \int_{-1}^{1}\left(\sum_{i=0}^{d-1} \sum_{k=0}^{\infty} c_{i, k}\left(\Gamma_{h+1}\right) T_{k}(\bar{t})\right)^{2} \frac{\mathrm{~d} \bar{t}}{\sqrt{1-\bar{t}^{2}}} \\
& =\frac{1}{\pi}\left(\sum_{i=0}^{d-1} \sum_{k=1}^{\infty} c_{i, k}^{2}\left(\Gamma_{h+1}\right)+2 \sum_{i=0}^{d-1} c_{i, 0}^{2}\left(\Gamma_{h+1}\right)\right) \geq \frac{1}{\pi} \sum_{i=0}^{d-1} \sum_{k=0}^{n} c_{i, k}^{2}\left(\Gamma_{h+1}\right) \tag{2.116}
\end{align*}
$$

For all $h \in[m]_{0}$, we have

$$
\begin{equation*}
m q^{2}\|x(T)\|^{2} \geq \sum_{h=0}^{m-1} \frac{1}{\pi} \sum_{i=0}^{d-1} \sum_{k=0}^{n} c_{i, k}^{2}\left(\Gamma_{h+1}\right)=\frac{1}{\pi} \|\left|X_{\text {bad }}\right\rangle \|^{2}, \tag{2.117}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\|\left|X_{\text {good }}\right\rangle\left\|^{2}=(p+1)(n+1)\right\| x(T)\left\|^{2} \geq \frac{(p+1)(n+1)}{\pi m q^{2}}\right\|\left|X_{\text {bad }}\right\rangle \|^{2} \tag{2.118}
\end{equation*}
$$

Thus we see that the success probability of the measurement satisfies

$$
\begin{equation*}
P_{\text {measure }} \geq \frac{(p+1)(n+1)}{\pi m q^{2}+(p+1)(n+1)} \tag{2.119}
\end{equation*}
$$

as claimed.

### 2.7 State preparation

We now describe a procedure for preparing the vector $|B\rangle$ in the linear system (2.27) (defined in (2.29) and (2.30)) using the given ability to prepare the initial state of the system of differential equations. We also evaluate the complexity of this procedure.

Lemma 2.6. Consider state preparation oracles acting on a state space with basis vectors $|h\rangle|i\rangle|l\rangle$ for $h \in[m]_{0}, i \in[d]_{0}, l \in[n]_{0}$, where $m, d, n \in \mathbb{N}$, encoding an initial condition $\gamma \in \mathbb{C}^{d}$ and function $f_{h}\left(\cos \frac{l \pi}{n}\right) \in \mathbb{C}^{d}$ as in (2.30). Specifically, for any $h \in[m]_{0}$ and $l \in[n]$, let $O_{x}$ be a unitary oracle that maps $|0\rangle|0\rangle|0\rangle$ to a state proportional to $|0\rangle|\gamma\rangle|0\rangle$ and $|h\rangle|\phi\rangle|l\rangle$ to $|h\rangle|\phi\rangle|l\rangle$ for any $|\phi\rangle$ orthogonal to $|0\rangle$; let $O_{f}(h, l)$ be a unitary that maps
$|h\rangle|0\rangle|l\rangle$ to a state proportional to $|h\rangle\left|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\rangle|l\rangle$ and maps $|0\rangle|\phi\rangle|0\rangle$ to $|0\rangle|\phi\rangle|0\rangle$ for any $|\phi\rangle$ orthogonal to $|0\rangle$. Suppose $\|\gamma\|$ and $\left\|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\|$ are known. Then the normalized quantum state

$$
\begin{equation*}
|B\rangle \propto|0\rangle|\gamma\rangle|0\rangle+\sum_{h=0}^{m-1} \sum_{l=1}^{n}|h\rangle\left|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\rangle|l\rangle \tag{2.120}
\end{equation*}
$$

can be prepared with gate and query complexity $O(m n)$.

Proof. We normalize the components of the state using the coefficients

$$
\begin{align*}
& b_{00}=\frac{\|\gamma\|}{\sqrt{\|\gamma\|^{2}+\sum_{l=1}^{n}\left\|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\|^{2}}},  \tag{2.121}\\
& b_{h l}=\frac{\left\|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\|}{\sqrt{\|\gamma\|^{2}+\sum_{l=1}^{n}\left\|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\|^{2}}}, \quad h \in[m]_{0}, l \in[n]
\end{align*}
$$

so that

$$
\begin{equation*}
\sum_{h=0}^{m-1} \sum_{l=0}^{n} b_{h l}^{2}=1 \tag{2.122}
\end{equation*}
$$

First we perform a unitary transformation mapping

$$
\begin{equation*}
|0\rangle|0\rangle|0\rangle \mapsto b_{00}|0\rangle|0\rangle|0\rangle+b_{01}|0\rangle|0\rangle|1\rangle+\cdots+b_{(m-1) n}|m-1\rangle|0\rangle|n\rangle . \tag{2.123}
\end{equation*}
$$

This can be done in time complexity $O(m n)$ by standard techniques [92]. Then we perform $O_{x}$ and $O_{f}(h, l)$ for all $h \in[m]_{0}, l \in[n]$, giving

$$
\begin{equation*}
|0\rangle|\gamma\rangle|0\rangle+\sum_{h=0}^{m-1} \sum_{l=1}^{n}|h\rangle\left|f_{h}\left(\cos \frac{l \pi}{n}\right)\right\rangle|l\rangle \tag{2.124}
\end{equation*}
$$

using $O(m n)$ queries.

### 2.8 Main result

Having analyzed the solution error, condition number, success probability, and state preparation procedure for our approach, we are now ready to establish the main result.

Theorem 2.1. Consider an instance of the quantum ODE problem as defined in Problem 2.1. Assume $A(t)$ can be diagonalized as the form $A(t)=V(t) \Lambda(t) V^{-1}(t)$ where $\Lambda(t)=$ $\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{d}(t)\right)$ with $\operatorname{Re}\left(\lambda_{i}(t)\right) \leq 0$ for each $i \in[d]_{0}$ and $t \in[0, T]$. Then there exists a quantum algorithm that produces a state $x(T) /\|x(T)\| \epsilon$-close to $\hat{x}(T) /\|\hat{x}(T)\|$ in $l^{2}$ norm, succeeding with probability $\Omega(1)$, with a flag indicating success, using

$$
\begin{equation*}
O\left(\kappa_{V} s\|A\| T q \operatorname{poly}\left(\log \left(\kappa_{V} s\|A\| g^{\prime} T / \epsilon g\right)\right)\right) \tag{2.125}
\end{equation*}
$$

queries to oracles $O_{A}(h, l)$ (a sparse matrix oracle for $A_{h}\left(t_{l}\right)$ as defined in (2.18)) and $O_{x}$ and $O_{f}(h, l)$ (as defined in Lemma 2.6). Here $\|A\|:=\max _{t \in[0, T]}\|A(t)\| ; \kappa_{V}:=$ $\max _{t} \kappa_{V}(t)$, where $\kappa_{V}(t)$ is the condition number of $V(t)$; and

$$
\begin{equation*}
g:=\|\hat{x}(T)\|, \quad g^{\prime}:=\max _{t \in[0, T]} \max _{n \in \mathbb{N}}\left\|\hat{x}^{(n+1)}(t)\right\|, \quad q:=\max _{t \in[0, T]} \frac{\|\hat{x}(t)\|}{\|x(T)\|} \tag{2.126}
\end{equation*}
$$

The gate complexity is larger than the query complexity by a factor of poly $\left(\log \left(\kappa_{V} d s\|A\| g^{\prime} T / \epsilon\right)\right)$.

Proof. We first present the algorithm and then analyze its complexity.

Statement of the algorithm. First, we choose $m$ to guarantee

$$
\begin{equation*}
\frac{\|A\| T}{2 m} \leq 1 \tag{2.127}
\end{equation*}
$$

Then, as in Section 2.3, we divide the interval $[0, T]$ into small subintervals $\left[0, \Gamma_{1}\right],\left[\Gamma_{1}, \Gamma_{2}\right], \ldots,\left[\Gamma_{m-1}, T\right]$ with $\Gamma_{0}=0, \Gamma_{m}=T$, and define

$$
\begin{equation*}
\tau:=\max _{0 \leq h \leq m-1}\left\{\tau_{h}\right\}, \quad \quad \tau_{h}:=\left|\Gamma_{h+1}-\Gamma_{h}\right|=\frac{T}{m} \tag{2.128}
\end{equation*}
$$

Each subinterval $\left[\Gamma_{h}, \Gamma_{h+1}\right]$ for $h \in[m-1]$ is mapped onto $[-1,1]$ with a linear mapping $K_{h}$ satisfying $K_{h}\left(\Gamma_{h}\right)=1, K_{h}\left(\Gamma_{h+1}\right)=-1$ :

$$
\begin{equation*}
K_{h}: t \mapsto \bar{t}=1-\frac{2\left(t-\Gamma_{h}\right)}{\Gamma_{h+1}-\Gamma_{h}} \tag{2.129}
\end{equation*}
$$

We choose

$$
\begin{equation*}
n=\frac{e}{2} \max \left\{\left\lfloor\frac{\log (\Omega)}{\log (\log (\Omega))}\right\rfloor,\left\lfloor\frac{\log (\omega)}{\log (\log (\omega))}\right\rfloor\right\} \tag{2.130}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega:=\frac{g^{\prime} e m}{\delta}=\frac{g^{\prime} e m(1+\epsilon)}{g \epsilon} \tag{2.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega:=\frac{g^{\prime}}{\|\gamma\|}(m+1) . \tag{2.132}
\end{equation*}
$$

Since $\max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \leq g^{\prime}$, by Lemma 2.3, this choice guarantees

$$
\begin{equation*}
\|\hat{x}(T)-x(T)\| \leq m \max _{t \in[0, T]}\left\|\hat{x}^{(n+1)}(t)\right\| \frac{e^{n+1}}{(2 n)^{n}} \leq \delta \tag{2.133}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n} \leq \frac{1}{m+1} \tag{2.134}
\end{equation*}
$$

Now $\|\hat{x}(T)-x(T)\| \leq \delta$ implies

$$
\begin{equation*}
\left\|\frac{\hat{x}(T)}{\|\hat{x}(T)\|}-\frac{x(T)}{\|x(T)\|}\right\| \leq \frac{\delta}{\min \{\|\hat{x}(T)\|,\|x(T)\|\}} \leq \frac{\delta}{g-\delta}=: \epsilon, \tag{2.135}
\end{equation*}
$$

so we can choose such $n$ to ensure that the normalized output state is $\epsilon$-close to $\hat{x}(T) /\|\hat{x}(T)\|$.
Following Section 2.3, we build the linear system $L|X\rangle=|B\rangle$ (see (2.27)) that encodes the quantum spectral method. By Lemma 2.4, the condition number of this linear system is at most $(\pi m+p+1)(n+1)^{3.5}\left(2 \kappa_{V}+e\|\gamma\|_{\infty}\right)$. Then we use the QLSA from reference [46] to obtain a normalized state $|X\rangle$ and measure the first and third register of $|X\rangle$ in the standard basis. If the measurement outcome for the first register belongs to

$$
\begin{equation*}
S=\{m, m+1, \ldots, m+p\} \tag{2.136}
\end{equation*}
$$

we output the state of the second register, which is a normalized state $|x(T)\rangle / \||x(T)\rangle \|$ satisfying (2.135). By Lemma 2.5, the probability of this event happening is at least $\frac{(p+1)(n+1)}{\pi m q^{2}+(p+1)(n+1)}$. To ensure $m+p=O(\|A\| T)$, we can choose

$$
\begin{equation*}
p=O(m)=O(\|A\| T) \tag{2.137}
\end{equation*}
$$

so we can achieve success probability $\Omega(1)$ with $O(q / \sqrt{n})$ repetitions of the above procedure.
Analysis of the complexity. The matrix $L$ is an $(m+p+1) d(n+1) \times(m+p+1) d(n+1)$ matrix with $O(n s)$ nonzero entries in any row or column. By Lemma 2.4 and our choice of parameters, the condition number of $L$ is $O\left(\kappa_{V}(m+p) n^{3.5}\right)$. Consequently, by Theorem

5 of [46], the QLSA produces the state $|x(T)\rangle$ with
$O\left(\kappa_{V}(m+p) n^{4.5} s\right.$ poly $\left.\left(\log \left(\kappa_{V} m n s / \delta\right)\right)\right)=O\left(\kappa_{V} s\|A\| T \operatorname{poly}\left(\log \left(\kappa_{V} s\|A\| g^{\prime} T / \epsilon g\right)\right)\right)$
queries to the oracles $O_{A}(h, l), O_{x}$, and $O_{f}(h, l)$, and its gate complexity is larger by a factor of $\operatorname{poly}\left(\log \left(\kappa_{V} m n d s / \delta\right)\right)$. Using $O(q / \sqrt{n})$ steps of amplitude amplification to achieve success probability $\Omega(1)$, the overall query complexity of our algorithm is
$O\left(\kappa_{V}(m+p) n^{4} s q \operatorname{poly}\left(\log \left(\kappa_{V} m n s / \delta\right)\right)\right)=O\left(\kappa_{V} s\|A\| T q \operatorname{poly}\left(\log \left(\kappa_{V} s\|A\| g^{\prime} T / \epsilon g\right)\right)\right)$,
and the gate complexity is larger by a factor of

$$
\begin{equation*}
\operatorname{poly}\left(\log \left(\kappa_{V} d s\|A\| g^{\prime} T / \epsilon g\right)\right) \tag{2.140}
\end{equation*}
$$

as claimed.

In general, $g^{\prime}$ could be unbounded above as $n \rightarrow \infty$. However, we could obtain a useful bound in such a case by solving the implicit equations (2.133) and (2.134).

Note that for time-independent differential equations, we can replace $g^{\prime}$ by $\|\gamma\|+$ $2 \tau\|f\|$ as shown in (2.62). In place of (2.131) and (2.132), we choose

$$
\begin{equation*}
\Omega:=\frac{(\|\gamma\|+2 \tau\|f\|) e m \kappa_{V}}{\delta}=\frac{(\|\gamma\|+2 \tau\|f\|) e m \kappa_{V}(1+\epsilon)}{g \epsilon} \tag{2.141}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega:=\frac{\|\gamma\|+2 \tau\|f\|}{\|\gamma\|}(m+1) \kappa_{V} . \tag{2.142}
\end{equation*}
$$

By Lemma 2.3, this choice guarantees

$$
\begin{equation*}
\|\hat{x}(T)-x(T)\| \leq \max _{t \in[-1,1]}\|\hat{x}(t)-x(t)\| \leq m \kappa_{V}(\|\gamma\|+2 \tau\|f\|) \frac{e^{n+1}}{(2 n)^{n}} \leq \delta \tag{2.143}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{t \in[0, T]} \frac{\left\|\hat{x}^{(n+1)}(t)\right\|}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n} \leq \frac{\kappa_{V}(\|\gamma\|+2 \tau\|f\|)}{\|\gamma\|}\left(\frac{e}{2 n}\right)^{n} \leq \frac{1}{m+1} \tag{2.144}
\end{equation*}
$$

Thus we have the following:

Corollary 2.1. For time-independent differential equations, under the same assumptions of Theorem 2.1, there exists a quantum algorithm using

$$
\begin{equation*}
O\left(\kappa_{V} s\|A\| T q \operatorname{poly}\left(\log \left(\kappa_{V} s \gamma\|A\|\|f\| T / \epsilon g\right)\right)\right) \tag{2.145}
\end{equation*}
$$

queries to $O_{A}(h, l), O_{x}$, and $O_{f}(h, l)$. The gate complexity of this algorithm is larger than its query complexity by a factor of poly $\left(\log \left(\kappa_{V} d s \gamma\|A\|\|f\| T / \epsilon\right)\right)$.

The complexity of our algorithm depends on the parameter $q$ in defined in (2.126), which characterizes the decay of the final state relative to the initial state. As discussed in Section 8 of [53], it is unlikely that the dependence on $q$ can be significantly improved, since renormalization of the state effectively implements postselection and an efficient procedure for performing this would have the unlikely consequence $\mathrm{BQP}=\mathrm{PP}$.

We also require the real parts of the eigenvalues of $A(t)$ to be non-positive for all $t \in$ $[0, T]$ so that the solution cannot grow exponentially. This requirement is essentially the same as in the time-independent case considered in [53] and improves upon the analogous condition in [52] (which requires an additional stability condition). Also as in [53], our algorithm can produce approximate solutions for non-diagonalizable $A(t)$, although the dependence on $\epsilon$ degrades to poly $(1 / \epsilon)$. For further discussion of these considerations, see Sections 1 and 8 of [53].

### 2.9 Boundary value problems

So far we have focused on initial value problems (IVPs). Boundary value problems (BVPs) are another widely studied class of differential equations that appear in many applications, but that can be harder to solve than IVPs.

Consider a sparse, linear, time-dependent system of differential equations as in Problem 2.1 but with a constraint on some linear combination of the initial and final states:

Problem 2.2. In the quantum BVP, we are given a system of equations

$$
\begin{equation*}
\frac{\mathrm{d} x(t)}{\mathrm{d} t}=A(t) x(t)+f(t) \tag{2.146}
\end{equation*}
$$

where $x(t) \in \mathbb{C}^{d}, A(t) \in \mathbb{C}^{d \times d}$ is $s$-sparse, and $f(t) \in \mathbb{C}^{d}$ for all $t \in[0, T]$, and a boundary condition $\alpha x(0)+\beta x(T)=\gamma$ with $\alpha, \beta, \gamma \in \mathbb{C}^{d}$. Suppose there exists a unique solution $\hat{x} \in C^{\infty}(0, T)$ of this boundary value problem. Given oracles that compute the
locations and values of nonzero entries of $A(t)$ for any $t$, and that prepare quantum states $\alpha|x(0)\rangle+\beta|x(T)\rangle=|\gamma\rangle$ and $|f(t)\rangle$ for any $t$, the goal is to output a quantum state $\left|x\left(t^{*}\right)\right\rangle$ that is proportional to $x\left(t^{*}\right)$ for some specified $t^{*} \in[0, T]$.

As before, we can rescale $[0, T]$ onto $[-1,1]$ by a linear mapping. However, since we have boundary conditions at $t=0$ and $t=T$, we cannot divide $[0, T]$ into small subintervals. Instead, we directly map $[0, T]$ onto $[-1,1]$ with a linear map $K$ satisfying $K(0)=1$ and $K(T)=-1:$

$$
\begin{equation*}
K: t \mapsto \bar{t}=1-\frac{2 t}{T} . \tag{2.147}
\end{equation*}
$$

Now the new differential equations are

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \bar{t}}=-\frac{T}{2}(A(t) x+f(t)) \tag{2.148}
\end{equation*}
$$

If we define $A_{K}(\bar{t}):=-\frac{T}{2} A(t)$ and $f_{K}(\bar{t})=-\frac{T}{2} f(t)$, we have

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \bar{t}}=A_{K}(\bar{t}) x(\bar{t})+f_{K}(\bar{t}) \tag{2.149}
\end{equation*}
$$

for $\bar{t} \in[-1,1]$. Now the boundary condition takes the form

$$
\begin{equation*}
\alpha x(1)+\beta x(-1)=\gamma \tag{2.150}
\end{equation*}
$$

Since we only have one solution interval, we need to choose a larger order $n$ of the

Chebyshev series to reduce the solution error. In particular, we take

$$
\begin{equation*}
n=\frac{e}{2}\|A\| T \max \left\{\left\lfloor\frac{\log (\Omega)}{\log (\log (\Omega))}\right\rfloor,\left\lfloor\frac{\log (\omega)}{\log (\log (\omega))}\right\rfloor\right\} \tag{2.151}
\end{equation*}
$$

where $\Omega$ and $\omega$ are the same as Theorem 2.1.
As in Section 2.3, we approximate $x(t)$ by a finite Chebyshev series with interpolating nodes $\left\{t_{l}=\cos \frac{l \pi}{n}: l \in[n]\right\}$ and thereby obtain a linear system

$$
\begin{equation*}
\frac{\mathrm{d} x\left(t_{l}\right)}{\mathrm{d} t}=A_{K}\left(t_{l}\right) x\left(t_{l}\right)+f\left(t_{l}\right), \quad l \in[n] \tag{2.152}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
\alpha x\left(t_{0}\right)+\beta x\left(t_{n}\right)=\gamma . \tag{2.153}
\end{equation*}
$$

Observe that the linear equations have the same form as in (2.25). Instead of (2.26), the term with $l=0$ encodes the condition (2.153) expanded in a Chebyshev series, namely

$$
\begin{equation*}
\alpha_{i} \sum_{k=0}^{n} c_{i, k} T_{k}\left(t_{0}\right)+\beta_{i} \sum_{k=0}^{n} c_{i, k} T_{k}\left(t_{n}\right)=\gamma_{i} \tag{2.154}
\end{equation*}
$$

for each $i \in[d]_{0}$. Since $T_{k}\left(t_{0}\right)=1$ and $T_{k}\left(t_{n}\right)=(-1)^{k}$, this can be simplified as

$$
\begin{equation*}
\sum_{k=0}^{n}\left(\alpha_{i}+(-1)^{k} \beta_{i}\right) c_{i, k}=\gamma_{i} . \tag{2.155}
\end{equation*}
$$

If $\alpha_{i}+(-1)^{k} \beta_{i}=0$, the element of $|i l\rangle\langle i k|$ of $L_{2}\left(A_{K}\right)$ is zero; if $\alpha_{i}+(-1)^{k} \beta_{i} \neq 0$, without loss of generality, the two sides of this equality can be divided by $\alpha_{i}+(-1)^{k} \beta_{i}$
to guarantee that the terms with $l=0$ can be encoded as in (2.26).
Now this system can be written in the form of equation (2.27) with $m=1$. Here $L,|X\rangle$, and $|B\rangle$ are the same as in (2.31), (2.28), and (2.29), respectively, with $m=1$, except for adjustments to $L_{3}$ that we now describe.

The matrix $L_{3}$ represents the linear combination $x_{i}\left(t^{*}\right)=\sum_{k=0}^{n} c_{i, k} T_{k}\left(t^{*}\right)$. Thus we take

$$
\begin{equation*}
L_{3}=\sum_{i=0}^{d-1} \sum_{k=0}^{n} T_{k}\left(t^{*}\right)|i 0\rangle\langle i k| . \tag{2.156}
\end{equation*}
$$

Since $\left|T_{k}\left(t^{*}\right)\right| \leq 1$, we have

$$
\begin{equation*}
\left\|L_{3}\right\| \leq n+1 \tag{2.157}
\end{equation*}
$$

and it follows that Lemma 2.3 also holds for boundary value problems. Similarly, Lemma 2.4 still holds with $m=1$.

We are now ready to analyze the complexity of the quantum BVP algorithm. The matrix $L$ defined above is a $(p+2) d(n+1) \times(p+2) d(n+1)$ matrix with $O(n s)$ nonzero entries in any row or column, with condition number $O\left(\kappa_{V} p n^{3.5}\right)$. By Lemma 2.5 with $p=O(1), O(q / \sqrt{n})$ repetitions suffice to ensure success probability $\Omega(1)$. By (2.151), $n$ is linear in $\|A\| T$ and poly-logarithmic in $\Omega$ and $\omega$. Therefore, we have the following:

Theorem 2.2. Consider an instance of the quantum BVP as defined in Problem 2.2. Assume $A(t)$ can be diagonalized as the form $A(t)=V(t) \Lambda(t) V^{-1}(t)$ where $\Lambda(t)=$ $\operatorname{diag}\left(\lambda_{1}(t), \ldots, \lambda_{d}(t)\right)$ with $\operatorname{Re}\left(\lambda_{i}(t)\right) \leq 0$ for each $i \in[d]_{0}$ and $t \in[0, T]$. Then there exists a quantum algorithm that produces a state $x\left(t^{*}\right) /\left\|x\left(t^{*}\right)\right\| \epsilon$-close to $\hat{x}\left(t^{*}\right) /\left\|\hat{x}\left(t^{*}\right)\right\|$
in $l^{2}$ norm, succeeding with probability $\Omega(1)$, with a flag indicating success, using

$$
\begin{equation*}
O\left(\kappa_{V} s\|A\|^{4} T^{4} q \operatorname{poly}\left(\log \left(\kappa_{V} s\|A\| g^{\prime} T / \epsilon g\right)\right)\right) \tag{2.158}
\end{equation*}
$$

queries to $O_{A}(h, l), O_{x}$, and $O_{f}(h, l)$. Here $\|A\|, \kappa_{V}, g, g^{\prime}$ and $q$ are defined as in Theorem 2.1. The gate complexity is larger than the query complexity by a factor of $\operatorname{poly}\left(\log \left(\kappa_{V} d s\|A\| g^{\prime} T / \epsilon\right)\right)$.

As for initial value problems, we can simplify this result in the time-independent case.

Corollary 2.2. For a time-independent boundary value problem, under the same assumptions of Theorem 2.2, there exists a quantum algorithm using

$$
\begin{equation*}
O\left(\kappa_{V} s\|A\|^{4} T^{4} q \operatorname{poly}\left(\log \left(\kappa_{V} s \gamma\|A\|\|f\| T / \epsilon g\right)\right)\right) \tag{2.159}
\end{equation*}
$$

queries to $O_{A}(h, l), O_{x}$, and $O_{f}(h, l)$. The gate complexity of this algorithm is larger than its query complexity by a factor of poly $\left(\log \left(\kappa_{V} d s \gamma\|A\|\|f\| T / \epsilon\right)\right)$.

### 2.10 Discussion

In this chapter, we presented a quantum algorithm to solve linear, time-dependent ordinary differential equations. Specifically, we showed how to employ a global approximation based on the spectral method as an alternative to the more straightforward finite difference method. Our algorithm handles time-independent differential equations with almost the same complexity as [53], but unlike that approach, can also handle time-dependent differential
equations. Compared to [52], our algorithm improves the complexity of solving timedependent linear differential equations from poly $(1 / \epsilon)$ to $\operatorname{poly}(\log (1 / \epsilon))$.

This work raises several natural open problems. First, our algorithm must assume that the solution is smooth. If the solution is in $C^{r}$, the solution error is $O\left(\frac{1}{n^{r-2}}\right)$ by Lemma 2.1. Can we improve the complexity to poly $(\log (1 / \epsilon))$ under such weaker smoothness assumptions?

Second, the complexity of our algorithm is logarithmic in the parameter $g^{\prime}$ defined in (2.126), which characterizes the amount of fluctuation in the solution. However, the query complexity of Hamiltonian simulation is independent of that parameter [34, 35]. Can we develop quantum algorithms for general differential equations with query complexity independent of $g^{\prime}$ ?

Third, our algorithm has nearly optimal dependence on $T$, scaling as $O(T \operatorname{poly}(\log T))$. According to the no-fast-forwarding theorem [33], the complexity must be at least linear in $T$, and indeed linear complexity is achievable for the case of Hamiltonian simulation [93]. Can we handle general differential equations with complexity linear in $T$ ? Furthermore, can we achieve an optimal tradeoff between $T$ and $\epsilon$ as shown for Hamiltonian simulation in [42]?

# Chapter 3: High-precision quantum algorithms for linear elliptic partial differential equations 

### 3.1 Introduction

In this chapter, we study high-precision quantum algorithms for linear elliptic partial differential equations (PDEs) ${ }^{1}$. As earlier introduced in Problem 1.4, the problem we address can be stated as follows: Given a linear PDE with boundary conditions and an error parameter $\epsilon$, output a quantum state that is $\epsilon$-close to one whose amplitudes are proportional to the solution of the PDE at a set of grid points in the domain of the PDE. We focus on elliptic PDEs, and we assume a technical condition that we call global strict diagonal dominance (defined in (3.8)).

Our first algorithm is based on a quantum version of the FDM approach: we use a finite-difference approximation to produce a system of linear equations and then solve that system using the QLSA. We analyze our FDM algorithm as applied to Poisson's equation (which automatically satisfies global strict diagonal dominance) under periodic, Dirichlet, and Neumann boundary conditions. Whereas previous FDM approaches [69, 70] considered fixed orders of truncation, we adapt the order of truncation depending on $\epsilon$, inspired by the classical adaptive FDM [71]. As the order increases, the eigenvalues

[^3]of the FDM matrix approach the eigenvalues of the continuous Laplacian, allowing for more precise approximations. The main algorithm we present uses the quantum Fourier transform (QFT) and takes advantage of the high-precision LCU-based QLSA [46]. We first consider periodic boundary conditions, but by restricting to appropriate subspaces, this approach can also be applied to homogeneous Dirichlet and Neumann boundary conditions. We state our result in Theorem 3.1, which (informally) says that this quantum adaptive FDM approach produces a quantum state approximating the solution of Poisson's equation with complexity $d^{6.5}$ poly $(\log d, \log (1 / \epsilon))$.

We also propose a quantum algorithm for more general second-order elliptic PDEs under periodic or non-periodic Dirichlet boundary conditions. This algorithm is based on quantum spectral methods [54]. The spectral method globally approximates the solution of a PDE by a truncated Fourier or Chebyshev series (which converges exponentially for smooth functions) with undetermined coefficients, and then finds the coefficients by solving a linear system. This system is exponentially large in $d$, so solving it is infeasible for classical algorithms but feasible in a quantum context. To be able to apply the QLSA efficiently, we show how to make the system sparse using variants of the quantum Fourier transform. Our bound on the condition number of the linear system uses global strict diagonal dominance, and introduces a factor in the complexity that measures the extent to which this condition holds. We state our result in Theorem 3.2, which (informally) gives a complexity of $d^{2} \operatorname{poly}(\log (1 / \epsilon))$ for producing a quantum state approximating the solution of general second-order elliptic PDEs with Dirichlet boundary conditions.

Both of these approaches have complexity $\operatorname{poly}(d, \log (1 / \epsilon))$, providing optimal dependence on $\epsilon$ and an exponential improvement over classical methods as a function of
the spatial dimension $d$. Bounding the complexities of these algorithms requires analyzing how $d$ and $\epsilon$ affect the condition numbers of the relevant linear systems (finite difference matrices and matrices relating the spectral coefficients) and accounting for errors in the approximate solution provided by the QLSA. Furthermore, the complexities of both approaches scale logarithmically with high-order derivatives of the solution and the inhomogeneity. The detailed complexity dependence is presented in Theorem 3.1 and Theorem 3.2, and is further discussed in Section 3.5.

Table 3.1 compares the performance of our approaches to other classical and quantum algorithms for PDEs. Compared to classical algorithms, quantum algorithms improve the dependence on spatial dimension from exponential to polynomial (with the significant caveat that they produce a different representation of the solution). Compared to previous quantum FDM/FEM/FVM algorithms [57, 69, 70, 94], the quantum adaptive FDM and quantum spectral method improve the error dependence from $\operatorname{poly}(1 / \epsilon)$ to $\operatorname{poly}(\log (1 / \epsilon))$. Our approaches achieve the best known dependence on the parameter $\epsilon$ for the Poisson equation with homogeneous boundary conditions. Furthermore, our quantum spectral method approach not only achieves the best known dependence on $d$ and $\epsilon$ for elliptic PDEs with inhomogeneous Dirichlet boundary conditions, but also improves the dependence on $d$ for the Poisson equation with inhomogeneous Dirichlet boundary conditions, as compared to previous quantum algorithms.

The remainder of the chapter is structured as follows. Section 3.2 introduces technical details about linear PDEs and formally states the problem we solve. Section 3.3 covers our FDM algorithm for Poisson's equation. Section 3.4 details the spectral algorithm for elliptic PDEs. Finally, Section 3.5 concludes with a brief discussion of the results, their

|  | Algorithm | Equation | Boundary conditions | Complexity |
| :---: | :---: | :---: | :---: | :---: |
|  | FDM/FEM/FVM | general | general | $\operatorname{poly}\left((1 / \epsilon)^{d}\right)$ |
|  | Adaptive FDM/FEM [71] | general | general | $\operatorname{poly}\left((\log (\mathbf{1} / \boldsymbol{\epsilon}))^{d}\right)$ |
|  | Spectral method [67, 68] | general | general | $\operatorname{poly}\left((\log (1 / \epsilon))^{d}\right)$ |
|  | Sparse grid FDM/FEM [95, 96] | general | general | $\operatorname{poly}\left((1 / \epsilon)(\log (1 / \epsilon))^{d}\right)$ |
|  | Sparse grid spectral method [97, 98] | elliptic | general | $\operatorname{poly}\left(\log (\mathbf{1} / \boldsymbol{\epsilon})(\log \log (1 / \epsilon))^{d}\right)$ |
|  | FEM [57] | Poisson | homogeneous | $\operatorname{poly}(d, 1 / \epsilon)$ |
|  | FDM [69] | Poisson | homogeneous Dirichlet | $\boldsymbol{d} \operatorname{poly}(\log \boldsymbol{d}, 1 / \epsilon)$ |
|  | FDM [70] | wave | homogeneous | $\boldsymbol{d}^{5 / 2} \operatorname{poly}(1 / \epsilon)$ |
|  | FVM [94] | hyperbolic | periodic | $\boldsymbol{d} \operatorname{poly}(1 / \epsilon)$ |
|  | Adaptive FDM [59] | Poisson | periodic, homogeneous | $d^{13 / 2}$ poly $(\log d, \log (\mathbf{1} / \boldsymbol{\epsilon})$ ) |
|  | Spectral method [59] | Poisson | homogeneous Dirichlet | $d$ poly $(\log d, \log (1 / \epsilon))$ |
|  | Spectral method [59] | elliptic | inhomogeneous Dirichlet | $d^{2}$ poly $(\log (1 / \epsilon))$ |

Table 3.1: Summary of the time complexities of classical and quantum algorithms for $d$ dimensional PDEs with error tolerance $\epsilon$. Portions of the complexity in bold represent best known dependence on that parameter.
possible applications, and some open problems.

### 3.2 Linear PDEs

In this chapter, we focus on systems of linear PDEs. Such equations can be written in the form

$$
\begin{equation*}
\mathscr{L}(u(\boldsymbol{x}))=f(\boldsymbol{x}), \tag{3.1}
\end{equation*}
$$

where the variable $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{C}^{d}$ is a $d$-dimensional vector, the solution $u(\boldsymbol{x}) \in$ $\mathbb{C}$ and the inhomogeneity $f(\boldsymbol{x}) \in \mathbb{C}$ are scalar functions, and $\mathscr{L}$ is a linear differential operator acting on $u(\boldsymbol{x})$. In general, $\mathscr{L}$ can be written in a linear combination of $u(\boldsymbol{x})$ and its derivatives. A linear differential operator $\mathscr{L}$ of order $h$ has the form

$$
\begin{equation*}
\mathscr{L}(u(\boldsymbol{x}))=\sum_{\|\boldsymbol{j}\|_{1} \leq h} A_{\boldsymbol{j}}(\boldsymbol{x}) \frac{\partial^{\boldsymbol{j}}}{\partial \boldsymbol{x}^{\boldsymbol{j}}} u(\boldsymbol{x}), \tag{3.2}
\end{equation*}
$$

where $\boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right)$ is a $d$-dimensional non-negative vector with $\|\boldsymbol{j}\|_{1}=j_{1}+\cdots+j_{d} \leq$ $h, A_{j}(\boldsymbol{x}) \in \mathbb{C}$, and

$$
\begin{equation*}
\frac{\partial^{j}}{\partial \boldsymbol{x}^{j}} u(\boldsymbol{x})=\frac{\partial^{j_{1}}}{\partial x_{1}^{j_{1}}} \cdots \frac{\partial^{j_{d}}}{\partial x_{d}^{j_{d}}} u(\boldsymbol{x}) . \tag{3.3}
\end{equation*}
$$

The problem reduces to a system of linear ordinary differential equations (ODEs) when $d=1$. For $d \geq 2$, we call (3.1) a (multi-dimensional) PDE.

For example, systems of first-order linear PDEs can be written in the form

$$
\begin{equation*}
\sum_{j=1}^{d} A_{j}(\boldsymbol{x}) \frac{\partial u(\boldsymbol{x})}{\partial x_{j}}+A_{0}(\boldsymbol{x}) u(\boldsymbol{x})=f(\boldsymbol{x}), \tag{3.4}
\end{equation*}
$$

where $A_{j}(\boldsymbol{x}), A_{0}(\boldsymbol{x}), f(\boldsymbol{x}) \in \mathbb{C}$ for $j \in[d]:=\{1, \ldots, d\}$. Similarly, systems of secondorder linear PDEs can be expressed in the form

$$
\begin{equation*}
\sum_{j_{1}, j_{2}=1}^{d} A_{j_{1} j_{2}}(\boldsymbol{x}) \frac{\partial^{2} u(\boldsymbol{x})}{\partial x_{j_{1}} \partial x_{j_{2}}}+\sum_{j=1}^{d} A_{j}(\boldsymbol{x}) \frac{\partial u(\boldsymbol{x})}{\partial x_{j}}+A_{0}(\boldsymbol{x}) u(\boldsymbol{x})=f(\boldsymbol{x}), \tag{3.5}
\end{equation*}
$$

where $A_{j_{1}, j_{2}}(\boldsymbol{x}), A_{j}(\boldsymbol{x}), A_{0}(\boldsymbol{x}), f(\boldsymbol{x}) \in \mathbb{C}$ for $j_{1}, j_{2}, j \in[d]$. A well-known second-order linear PDEs is the Poisson equation

$$
\begin{equation*}
\Delta u(\boldsymbol{x}):=\sum_{j=1}^{d} \frac{\partial^{2}}{\partial x_{j}^{2}} u(\boldsymbol{x})=f(\boldsymbol{x}) . \tag{3.6}
\end{equation*}
$$

A linear PDE of order $h$ is called elliptic if its differential operator (3.2) satisfies

$$
\begin{equation*}
\sum_{\|\boldsymbol{j}\|_{1}=h} A_{\boldsymbol{j}}(\boldsymbol{x}) \boldsymbol{\xi}^{j} \neq 0 \tag{3.7}
\end{equation*}
$$

for all nonzero $\boldsymbol{\xi}^{j}=\xi_{1}^{j_{1}} \ldots \xi_{d}^{j_{d}}$ with $\xi_{1}, \ldots, \xi_{d} \in \mathbb{R}^{m}$ and all $\boldsymbol{x}$. Note that ellipticity only depends on the highest-order terms. When $h=2$, the linear PDE (3.5) is called a secondorder elliptic PDE if and only if $A_{j_{1} j_{2}}(\boldsymbol{x})$ is positive-definite or negative-definite for any $\boldsymbol{x}$. In particular, the Poisson equation (3.6) is a second-order elliptic PDE.

We consider a class of elliptic PDEs that also satisfy the condition

$$
\begin{equation*}
C:=1-\sum_{j_{1}=1}^{d} \frac{1}{\left|A_{j_{1}, j_{1}}(\boldsymbol{x})\right|} \sum_{j_{2} \in[d] \backslash\left\{j_{1}\right\}}\left|A_{j_{1}, j_{2}}(\boldsymbol{x})\right|>0 \tag{3.8}
\end{equation*}
$$

for all $\boldsymbol{x}$. We call this condition global strict diagonal dominance, since it is a strengthening of the standard (strict) diagonal dominance condition

$$
\begin{equation*}
d-\sum_{j_{1}=1}^{d} \frac{1}{\left|A_{j_{1}, j_{1}}(\boldsymbol{x})\right|} \sum_{j_{2} \in[d] \backslash\left\{j_{1}\right\}}\left|A_{j_{1}, j_{2}}(\boldsymbol{x})\right|>0 . \tag{3.9}
\end{equation*}
$$

Observe that (3.8) holds for the Poisson equation (3.6) with $C=1$.
In this chapter, we focus on the following boundary value problem. This is a formal statement of Problem 1.4.

Problem 3.1. In the quantum PDE problem, we are given a system of second-order elliptic equations

$$
\begin{equation*}
\mathscr{L}(u(\boldsymbol{x}))=\sum_{\|\boldsymbol{j}\|_{1}=2} A_{\boldsymbol{j}} \frac{\partial^{\boldsymbol{j}}}{\partial \boldsymbol{x}^{\boldsymbol{j}}} u(\boldsymbol{x})=\sum_{j_{1}, j_{2}=1}^{d} A_{j_{1} j_{2}} \frac{\partial^{2} u(\boldsymbol{x})}{\partial x_{j_{1}} \partial x_{j_{2}}}=f(\boldsymbol{x}) \tag{3.10}
\end{equation*}
$$

satisfying the global strict diagonal dominance condition (3.8), where the variable $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{d}\right) \in \mathscr{D}=[-1,1]^{d}$ is a d-dimensional vector, the inhomogeneity $f(\boldsymbol{x}) \in \mathbb{C}$ is a
scalar function of $\boldsymbol{x}$ satisfying $f(\boldsymbol{x}) \in C^{\infty}$, and the linear coefficients $A_{\boldsymbol{j}} \in \mathbb{C}$. We are also given boundary conditions $u(\boldsymbol{x})=\gamma(\boldsymbol{x}) \in \partial \mathscr{D}$ or $\left.\frac{\partial u(\boldsymbol{x})}{\partial x_{j}}\right|_{x_{j}= \pm 1}=\left.\gamma(\boldsymbol{x})\right|_{x_{j}= \pm 1} \in \partial \mathscr{D}$ where $\gamma(\boldsymbol{x}) \in C^{\infty}$. We assume there exists a weak solution $\hat{u}(\boldsymbol{x}) \in \mathbb{C}$ for the boundary value problem (see Reference [99, Section 6.1.2]). Given sparse matrix oracles to provide the locations and values of nonzero entries of a matrix $A_{j_{1} j_{2}}(\boldsymbol{x}), A_{j}(\boldsymbol{x})$, and $A_{0}(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}^{2}$, and that prepare normalized states $|\gamma(\boldsymbol{x})\rangle$ and $|f(\boldsymbol{x})\rangle$ whose amplitudes are proportional to $\gamma(\boldsymbol{x})$ and $f(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$, the goal is to output a quantum state $|u(\boldsymbol{x})\rangle$ that is $\epsilon$-close to the normalized $u(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$ in $\ell_{2}$ norm.

### 3.3 Finite difference method

We now describe our first approach to quantum algorithms for linear PDEs, based on the finite difference method (FDM). Using this approach, we show the following.

Theorem 3.1. There exists a quantum algorithm that outputs a state $\epsilon$-close to $|u\rangle$ that runs in time

$$
\begin{equation*}
\tilde{O}\left(d^{6.5} \log ^{4.5}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right) \tag{3.11}
\end{equation*}
$$

and makes

$$
\begin{equation*}
\tilde{O}\left(d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right) \tag{3.12}
\end{equation*}
$$

[^4]queries to the oracle for $\mathbf{f}$.

To show this, we first construct a linear system corresponding to the finite difference approximation of Poisson's equation with periodic boundary conditions and bound the error of this high-order FDM in Section 3.3.1 (Lemma 3.1). Then we bound the condition number of this system in Section 3.3.2 (Lemma 3.2 and Lemma 3.3) and bound the error of approximation in Section 3.3.3 (Lemma 3.4). We use these results to give an efficient quantum algorithm in Section 3.3.4, establishing Theorem 3.1. We conclude by discussing how to use the method of images to apply this algorithm for Neumann and Dirichlet boundary conditions in Section 3.3.5.

The FDM approximates the derivative of a function $f$ at a point $\boldsymbol{x}$ in terms of the values of $f$ on a finite set of points near $\boldsymbol{x}$. Generally there are no restrictions on where these points are located relative to $\boldsymbol{x}$, but they are typically taken to be uniformly spaced points with respect to a certain coordinate. This corresponds to discretizing $[-1,1]^{d}$ (or $[0,2 \pi)^{d}$ ) to a $d$-dimensional rectangular lattice (where we use periodic boundary conditions).

For a scalar field, in which $u(\boldsymbol{x}) \in \mathbb{C}$, the canonical elliptic PDE is Poisson's equation (3.6), which we consider solving on $[0,2 \pi)^{d}$ with periodic boundary conditions. This also implies results for the domain $\Omega=[-1,1]^{d}$ under Dirichlet ( $u(\partial \Omega)=0$ ) and Neumann $(\hat{n} \cdot \nabla u(\partial \Omega)=0$ where $\hat{n}$ denotes the normal direction to $\partial \Omega$, which for domain $\Omega=[-1,1]^{d}$ is equivalent to $\left.\frac{\partial u}{\partial x_{j}}\right|_{x_{j}= \pm 1}=0$ for $j \in[d]$ ) boundary conditions.

### 3.3.1 Linear system

To approximate the second derivatives appearing in Poisson's equation, we apply the central finite difference formula of order $2 k$. Taking $x_{j}=j h$ for a lattice with spacing $h$, this formula gives the approximation

$$
\begin{equation*}
f^{\prime \prime}(0) \approx \frac{1}{h^{2}} \sum_{j=-k}^{k} r_{j} f(j h) \tag{3.13}
\end{equation*}
$$

where the coefficients are $[6,100]$

$$
r_{j}:= \begin{cases}\frac{2(-1)^{j+1}(k!)^{2}}{j^{2}(k-j)!(k+j)!} & j \in[k]  \tag{3.14}\\ -2 \sum_{j=1}^{k} r_{j} & j=0 \\ r_{-j} & j \in-[k]\end{cases}
$$

We leave the dependence on $k$ implicit in this notation. The following lemma characterizes the error of this formula.

Lemma 3.1 ([6, Theorem 7]). Let $k \geq 1$ and suppose $f(x) \in C^{2 k+1}$ for $x \in \mathbb{R}$. Define the coefficients $r_{j}$ as in (3.14). Then

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u\left(x_{0}\right)}{\mathrm{d} x^{2}}=\frac{1}{h^{2}} \sum_{j=-k}^{k} r_{j} f\left(x_{0}+j h\right)+O\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|\left(\frac{e h}{2}\right)^{2 k-1}\right) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|:=\max _{y \in\left[x_{0}-k h, x_{0}+k h\right]}\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}(y)\right| . \tag{3.16}
\end{equation*}
$$

Since we assume periodic boundary conditions and apply the same FDM formula at each lattice site, the matrices we consider are circulant. Define the $2 n \times 2 n$ matrix $S$ to have entries $S_{i, j}=\delta_{i, j+1 \bmod 2 n}$. If we represent the solution $u(x)$ as a vector $\mathbf{u}=$ $\sum_{j=1}^{2 n} u(\pi j / n) \mathbf{e}_{j}$, then we can approximate Poisson's equation using a central difference formula as

$$
\begin{equation*}
\frac{1}{h^{2}} L \mathbf{u}=\frac{1}{h^{2}}\left(r_{0} I+\sum_{j=1}^{k} r_{j}\left(S^{j}+S^{-j}\right)\right) \mathbf{u}=\mathbf{f} \tag{3.17}
\end{equation*}
$$

where $\mathbf{f}=\sum_{j=1}^{2 n} f(\pi j / n) \mathbf{e}_{j}$. The solution $\mathbf{u}$ corresponds exactly with the quantum state we want to produce, so we do not have to perform any post-processing such as in Reference [70] and other quantum differential equation algorithms. The matrix in this linear system is just the finite difference matrix, so it suffices to bound its condition number and approximation error (whereas previous quantum algorithms involved more complicated linear systems).

### 3.3.2 Condition number

The following lemma characterizes the condition number of a circulant Laplacian on $2 n$ points.

Lemma 3.2. For $k<\left(6 / \pi^{2}\right)^{1 / 3} n^{2 / 3}$, the matrix $L=r_{0} I+\sum_{j=1}^{k} r_{j}\left(S^{j}+S^{-j}\right)$ with $r_{j}$ as
in (3.14) has condition number $\kappa(L)=O\left(n^{2}\right)$.

Proof. We first upper bound $\|L\|$ using Gershgorin's circle theorem [101] (a similar argument appears in Reference [6]). Note that

$$
\begin{equation*}
\left|r_{j}\right|=\frac{2(k!)^{2}}{j^{2}(k-j)!(k+j)!} \leq \frac{2}{j^{2}} \tag{3.18}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{(k!)^{2}}{(k-j)!(k+j)!}=\frac{k(k-1) \cdots(k-j+1)}{(k+j)(k+j-1) \cdots(k+1)}<1 . \tag{3.19}
\end{equation*}
$$

The radii of the Gershgorin discs are

$$
\begin{equation*}
2 \sum_{j=1}^{k}\left|r_{j}\right| \leq 2 \sum_{j=1}^{k} \frac{2}{j^{2}} \leq \frac{2 \pi^{2}}{3} \tag{3.20}
\end{equation*}
$$

The discs are centered at $r_{0}$, and

$$
\begin{equation*}
\left|r_{0}\right| \leq 2 \sum_{j=1}^{k}\left|r_{j}\right| \leq \frac{2 \pi^{2}}{3} \tag{3.21}
\end{equation*}
$$

so $\|L\| \leq \frac{4 \pi^{2}}{3}$.
To lower bound $\left\|L^{-1}\right\|$ we lower bound the (absolute value of the) smallest nonzero eigenvalue of $L$ (since by construction the all-ones vector is a zero eigenvector). Let
$\omega:=\exp (\pi i / n)$. Since $L$ is circulant, its eigenvalues are

$$
\begin{align*}
\lambda_{l} & =r_{0}+\sum_{j=1}^{k} r_{j}\left(\omega^{l j}+\omega^{-l j}\right)  \tag{3.22}\\
& =r_{0}+\sum_{j=1}^{k} 2 r_{j} \cos \left(\frac{\pi l j}{n}\right)  \tag{3.23}\\
& =r_{0}+\sum_{j=1}^{k} 2 r_{j}\left(1-\frac{\pi^{2} l^{2} j^{2}}{2 n^{2}}+\frac{\left(\pi c_{j}\right)^{4}}{4!n^{4}} \cos \left(\frac{\pi c_{j}}{n}\right)\right)  \tag{3.24}\\
& =\sum_{j=1}^{k} 2 r_{j}\left(-\frac{\pi^{2} l^{2} j^{2}}{2 n^{2}}+\frac{\left(\pi c_{j}\right)^{4}}{4!n^{4}} \cos \left(\frac{\pi c_{j}}{n}\right)\right) \tag{3.25}
\end{align*}
$$

where the $c_{j} \in[0, l j]$ arise from the Taylor remainder theorem. Using (3.18), we have

$$
\begin{equation*}
\left|\lambda_{1}+\frac{\pi^{2}}{n^{2}} \sum_{j=1}^{k} r_{j} j^{2}\right| \leq \frac{\pi^{4} k^{3}}{6 n^{4}} \tag{3.26}
\end{equation*}
$$

We now compute the sum

$$
\begin{align*}
-\sum_{j=1}^{k} r_{j} j^{2} & =\sum_{j=1}^{k} j^{2} \frac{2(-1)^{j}(k!)^{2}}{j^{2}(k+j)!(k-j)!}  \tag{3.27}\\
& =2(k!)^{2} \sum_{j=1}^{k} \frac{(-1)^{j}}{(k+j)!(k-j)!}  \tag{3.28}\\
& =\frac{2(k!)^{2}}{(2 k)!} \sum_{j=1}^{k}(-1)^{j}\binom{2 k}{k+j}  \tag{3.29}\\
& =\frac{2(k!)^{2}}{(2 k)!} \sum_{j=k+1}^{2 k}(-1)^{j+k}\binom{2 k}{j}  \tag{3.30}\\
& =(-1)^{k} \frac{(k!)^{2}}{(2 k)!} \sum_{j=0, j \neq k}^{2 k}(-1)^{j}\binom{2 k}{j}  \tag{3.31}\\
& =(-1)^{k} \frac{(k!)^{2}}{(2 k)!}\left((1-1)^{2 k}-(-1)^{k}\binom{2 k}{k}\right)  \tag{3.32}\\
& =-1 . \tag{3.33}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\lambda_{1} \leq-\frac{\pi^{2}}{n^{2}}+\frac{\pi^{4} k^{3}}{6 n^{4}} \tag{3.34}
\end{equation*}
$$

Finally, we see that

$$
\begin{align*}
\kappa(L) & =\|L\|\left\|L^{-1}\right\|  \tag{3.35}\\
& \leq \frac{4 \pi^{2}}{3}\left(\frac{\pi^{2}}{n^{2}}-\frac{\pi^{4} k^{3}}{6 n^{4}}\right)^{-1}  \tag{3.36}\\
& =\frac{4}{3} n^{2}\left(1-\frac{\pi^{2} k^{3}}{6 n^{2}}\right)^{-1} \tag{3.37}
\end{align*}
$$

which is $O\left(n^{2}\right)$ provided $k<\left(6 / \pi^{2}\right)^{1 / 3} n^{2 / 3}$.

In $d$ dimensions, a similar analysis holds.

Lemma 3.3. For $k<\left(6 / \pi^{2}\right)^{1 / 3} n^{2 / 3}$, let $L:=r_{0} I+\sum_{j=1}^{k} r_{j}\left(S^{j}+S^{-j}\right)$ with $r_{j}$ as in (3.14). The matrix $L^{\prime}:=L \otimes I^{\otimes d-1}+I \otimes L \otimes I^{\otimes d-2}+\cdots+I^{\otimes d-1} \otimes L$ has condition number $\kappa\left(L^{\prime}\right)=O\left(d n^{2}\right)$.

Proof. By the triangle inequality for spectral norms, $\left\|L^{\prime}\right\| \leq d\|L\|$. Since $L$ has zero-sum rows by construction, the all-ones vector lies in its kernel, and thus the smallest non-zero eigenvalue of $L$ is the same as that of $L^{\prime}$. Therefore we have

$$
\begin{equation*}
\kappa\left(L^{\prime}\right) \leq \frac{4}{3} d n^{2}\left(1-\frac{\pi^{2} k^{3}}{6 n^{2}}\right)^{-1} \tag{3.38}
\end{equation*}
$$

which is $O\left(d n^{2}\right)$ provided $k<\left(6 / \pi^{2}\right)^{1 / 3} n^{2 / 3}$.

### 3.3.3 Error analysis

There are two types of error relevant to our analysis: the FDM error and the QLSA error. We assume that we are able to perfectly generate states proportional to f . The FDM errors arise from the remainder terms in the finite difference formulas and from inexact approximations of the eigenvalues.

We introduce several states for the purpose of error analysis. Let $|u\rangle$ be the quantum state that is proportional to $\mathbf{u}=\sum_{j \in \mathbb{Z}_{2 n}^{d}} u(\pi j / n) \bigotimes_{i=1}^{d} e_{j_{i}}$ for the exact solution of the differential equation. Let $|\bar{u}\rangle$ be the state output by a QLSA that exactly solves the linear system. Let $|\tilde{u}\rangle$ be the state output by a QLSA with error. Then the total error
of approximating $|u\rangle$ by $|\tilde{u}\rangle$ is bounded by

$$
\begin{align*}
\||u\rangle-|\tilde{u}\rangle \| & \leq \||u\rangle-|\bar{u}\rangle\|+\||\bar{u}\rangle-|\tilde{u}\rangle \|  \tag{3.39}\\
& =\epsilon_{\mathrm{FDM}}+\epsilon_{\mathrm{QLSA}} \tag{3.40}
\end{align*}
$$

and without loss of generality we can take $\epsilon_{\mathrm{FDM}}$ and $\epsilon_{\mathrm{QLSA}}$ to be of the same order of magnitude.

Lemma 3.4. Let $u(\mathbf{x})$ be the exact solution of $\left(\sum_{i=1}^{d} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x_{i}^{2}}\right) u(\mathbf{x})=f(\mathbf{x})$. Let $\mathbf{u} \in \mathbb{R}^{(2 n)^{d}}$ encode the exact solution in the sense that $\mathbf{u}=\sum_{j \in \mathbb{Z}_{2 n}^{d}} u(\pi j / n) \bigotimes_{i=1}^{d} e_{j_{i}}$. Let $\bar{u} \in \mathbb{R}^{(2 n)^{d}}$ be the exact solution of the FDM linear system $\frac{1}{h^{2}} L^{\prime} \bar{u}=\mathbf{f}$, where $L^{\prime}$ is a d-dimensional $(2 k)$ th-order Laplacian as above with $k<\left(6 / \pi^{2}\right)^{1 / 3} n^{3 / 2}$, and $\mathbf{f}=\sum_{j=1}^{2 n} f(\pi j / n) \mathbf{e}_{j}$. Then $\|\mathbf{u}-\bar{u}\| \leq O\left(2^{d / 2} n^{(d / 2)-2 k+1}\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|\left(e^{2} / 4\right)^{k}\right)$.

Proof. The remainder term of the central difference formula is $O\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| h^{2 k-1}(e / 2)^{2 k}\right)$, so

$$
\begin{equation*}
\frac{1}{h^{2}} L^{\prime} \mathbf{u}=\mathbf{f}+O\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e h / 2)^{2 k-1}\right) \epsilon \tag{3.41}
\end{equation*}
$$

where $\epsilon$ is a $(2 n)^{d}$ dimensional vector whose entries are $O(1)$. This implies

$$
\begin{equation*}
\frac{1}{h^{2}} L^{\prime}(\mathbf{u}-\bar{u})=O\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e h / 2)^{2 k-1}\right) \epsilon \tag{3.42}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\|\mathbf{u}-\bar{u}\| & =O\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e h / 2)^{2 k+1}\right)\left\|\left(L^{\prime}\right)^{-1} \epsilon\right\|  \tag{3.43}\\
& =O\left((2 n)^{d / 2}\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e h / 2)^{2 k+1} / \lambda_{1}\right) \tag{3.44}
\end{align*}
$$

By Lemma 3.2 we have $\lambda_{1}=\Theta\left(1 / n^{2}\right)$, and since $h=\Theta(1 / n)$, we have

$$
\begin{equation*}
\|\mathbf{u}-\bar{u}\|=O\left(2^{d / 2} n^{(d / 2)-2 k+1}\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e / 2)^{2 k}\right) \tag{3.45}
\end{equation*}
$$

as claimed.

### 3.3.4 FDM algorithm

To apply QLSAs, we must consider the complexity of simulating Hamiltonians that correspond to Laplacian FDM operators. For periodic boundary conditions, the Laplacians are circulant, so they can be diagonalized by the QFT $F$ (or a tensor product of QFTs for the multi-dimensional Laplacian $L^{\prime}$ ), i.e., $D=F^{\dagger} L F$ is diagonal. In this case the simplest way to simulate $\exp (i L t)$ is to perform the inverse QFT, apply controlled phase rotations to implement $\exp (i D t)$, and perform the QFT. Reference [102] shows how to exactly implement arbitrary diagonal unitaries on $m$ qubits using $O\left(2^{m}\right)$ gates. Since we consider Laplacians on $n$ lattice sites, simulating $\exp (i L t)$ takes $O(n)$ gates with the dominant contribution coming from the phase rotations (alternatively, the methods of Reference [103] or Reference [104] could also be used). Using this Hamiltonian simulation algorithm in a QLSA for the FDM linear system gives us the following theorem.

We restate Theorem 3.1 as follows.

Theorem 3.1. There exists a quantum algorithm that outputs a state $\epsilon$-close to $|u\rangle$ that runs in time

$$
\begin{equation*}
\tilde{O}\left(d^{6.5} \log ^{4.5}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right) \tag{3.11}
\end{equation*}
$$

and makes

$$
\begin{equation*}
\tilde{O}\left(d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right) \tag{3.12}
\end{equation*}
$$

queries to the oracle for $\mathbf{f}$.

Proof. We use the Fourier series based QLSA from Reference [46]. By Theorem 3 of that work, the QLSA makes $O\left(\kappa \sqrt{\log \left(\kappa / \epsilon_{\mathrm{QLSA}}\right)}\right)$ uses of a Hamiltonian simulation algorithm and uses of the oracle for the inhomogeneity. For Hamiltonian simulation we use $d$ parallel QFTs and phase rotations as described in Reference [102], for a total of $O\left(d n \kappa \sqrt{\log \left(\kappa / \epsilon_{\mathrm{QLSA}}\right)}\right)$ gates. The condition number for the $d$-dimensional Laplacian scales as $\kappa=O\left(d n^{2}\right)$.

We take $\epsilon_{\mathrm{FDM}}$ and $\epsilon_{\mathrm{QLSA}}$ to be of the same order and just write $\epsilon$. Then the QLSA has time complexity $O\left(d^{2} n^{3} \sqrt{\log \left(d n^{2} / \epsilon\right)}\right)$ and query complexity $O\left(d n^{2} \log \left(d n^{2} / \epsilon\right)\right)$. The adjustable parameters are the number of lattice sites $n$ and the order $2 k$ of the finite difference formula. To keep the error below the target error of $\epsilon$ we require

$$
\begin{equation*}
2^{d / 2} n^{(d / 2)-2 k+1}\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|(e / 2)^{2 k}=O(\epsilon) \tag{3.46}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
(-d / 2)+(2 k-1-(d / 2)) \log (n)-2 k \log (e / 2)=\Omega\left(\log \left(\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right) \tag{3.47}
\end{equation*}
$$

Now we focus on the choice of adjustable $n$ and $k$ relying on $\epsilon$. This procedure is inspired by the classical adaptive FDM [71], so we call it the adaptive FDM approach. We must have $2 k-1>d / 2$ for the left-hand side of (3.47) to be positive for large $n$. Indeed, we find the best performance by taking $k$ as large as possible subject to the assumption of Lemma 3.2, i.e., $k=c n^{2 / 3}$ where $c:=\left(6 / \pi^{2}\right)^{1 / 3}$. For this choice of $k$ and for $n$ sufficiently large, (3.47) is equivalent to

$$
\begin{equation*}
k \log (n)=c n^{2 / 3} \log (n)=\Omega\left(\log \left(\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right) \tag{3.48}
\end{equation*}
$$

To satisfy the condition $2 c n^{2 / 3}-1>d / 2$, we must have $n=\Omega\left(d^{3 / 2}\right)$. Combining this observation with (3.48), we choose

$$
\begin{equation*}
n=\Theta\left(d^{3 / 2} \log ^{3 / 2}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right) \tag{3.49}
\end{equation*}
$$

so that

$$
\begin{equation*}
k=c n^{2 / 3}=\Theta\left(d \log \left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right) . \tag{3.50}
\end{equation*}
$$

The QLSA then has the stated time complexity

$$
\begin{equation*}
\tilde{O}\left(d^{2} n^{3} \sqrt{\log \left(d n^{2} / \epsilon\right)}\right)=O\left(d^{6.5} \log ^{4.5}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right), \tag{3.51}
\end{equation*}
$$

and makes

$$
\begin{equation*}
\tilde{O}\left(d n^{2} \log \left(d n^{2} / \epsilon\right)\right)=O\left(d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) \sqrt{\log \left[d^{4} \log ^{3}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right) / \epsilon\right]}\right) . \tag{3.52}
\end{equation*}
$$

queries to the oracle for $f$.

This can be compared to the cost of using the conjugate gradient method to solve the same linear system classically. The sparse conjugate gradient algorithm for an $N \times N$ matrix has time complexity $O(N s \sqrt{\kappa} \log (1 / \epsilon))$. For arbitrary dimension $N=\Theta\left(n^{d}\right)$, we have $s=d k=c d n^{2 / 3}$ and $\kappa=O\left(d n^{2}\right)$, so that the time complexity is $O\left(d^{4+3 d / 2} \log (1 / \epsilon)\right.$ $\left.\log ^{5 / 2+3 d / 2}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right)$. Alternatively, $d$ fast Fourier transforms could be used, although this will generally take $\Omega\left(n^{d}\right)=\Omega\left(d^{3 d / 2} \log ^{3 d / 2}\left(\left|\frac{\mathrm{~d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right| / \epsilon\right)\right)$ time.

### 3.3.5 Boundary conditions via the method of images

We can apply the method of images to deal with homogeneous Neumann and Dirichlet boundary conditions using the algorithm for periodic boundary conditions described above. In the method of images, the domain $[-1,1]$ is extended to include all of $\mathbb{R}$, and the boundary conditions are related to symmetries of the solutions. For a pair of Dirichlet
boundary conditions there are two symmetries: the solutions are anti-symmetric about -1 (i.e., $f(-x-1)=-f(x-1)$ ) and anti-symmetric about 1 (i.e., $f(1+x)=-f(1-x)$ ). Continuity and anti-symmetry about -1 and 1 imply $f(-1)=f(1)=0$, and furthermore that $f(x)=0$ for all odd $x \in \mathbb{Z}$ and that $f(x+4)=f(x)$ for all $x \in \mathbb{R}$. For Neumann boundary conditions, the solutions are instead symmetric about -1 and 1 , which also implies $f(x+2)=f(x)$ for all $x \in \mathbb{R}$.

We would like to combine the method of images with the FDM to arrive at finite difference formulas for this special case. In both cases, the method of images implies that the solutions are periodic, so without loss of generality we can consider a lattice on $[0,2 \pi)$ instead of a lattice on $\mathbb{R}$. It is useful to think of this lattice in terms of the cycle graph on $2 n$ vertices, i.e., $(V, E)=\left(\mathbb{Z}_{2 n},\left\{(i, i+1) \mid i \in \mathbb{Z}_{2 n}\right\}\right)$, which means that the vectors encoding the solution $u(x)$ will lie in $\mathbb{R}^{2 n}$. Let each vector $\mathbf{e}_{j}$ correspond to the vertex $j$. Then we divide $\mathbb{R}^{2 n}$ into a symmetric and an anti-symmetric subspace, namely $\operatorname{span}\left\{e_{j}+e_{2 n+1-j}\right\}_{j=1}^{n}$ and $\operatorname{span}\left\{e_{j}-e_{2 n+1-j}\right\}_{j=1}^{n}$, respectively. Vectors lying in the symmetric subspace correspond to solutions that are symmetric about 0 and $\pi$, so they obey Neumann boundary conditions at 0 and $\pi$; similarly, vectors in the anti-symmetric space correspond to solutions obeying Dirichlet boundary conditions at 0 and $\pi$.

Restricting to a subspace of vectors reduces the size of the FDM vectors and matrices we consider, and the symmetry of that subspace indicates how to adjust the coefficients.

If the FDM linear system is $L^{\prime \prime} \mathbf{u}^{\prime \prime}=\mathbf{f}^{\prime \prime}$ then $L^{\prime \prime}$ has entries

$$
L_{i, j}^{\prime \prime}= \begin{cases}r_{|i-j|} \pm r_{i+j-1} & i \leq k  \tag{3.53}\\ r_{|i-j|} & k<i \leq n-k \\ r_{|i-j|} \pm r_{2 n-i-j+1} & n-k \leq i\end{cases}
$$

where $+(-)$ is chosen for Neumann (Dirichlet) boundary conditions and due to the truncation order $k, r_{j}=0$ for any $j>k$. This is similar to how Laplacian coefficients are modified when imposing boundary conditions in discrete variable representations [105].

For the purpose of solving the new linear systems using quantum algorithms, we still treat these cases as obeying periodic boundary conditions. We assume access to an oracle that produces states $\left|f^{\prime \prime}\right\rangle$ proportional to the inhomogeneity $f^{\prime \prime}(x)$. Then we apply the QLSA for periodic boundary conditions using $\left|f^{\prime \prime}\right\rangle| \pm\rangle$ to encode the inhomogeneity, which will output solutions of the form $\left|u^{\prime \prime}\right\rangle| \pm\rangle$. Here the ancillary state is chosen to be


Typically, the (second-order) graph Laplacian for the path graph with Dirichlet boundary conditions has diagonal entries that are all equal to 2 ; however, using the above specification for the entries of $L$ leads to the $(1,1)$ and $(n, n)$ entries being 3 while the rest of the diagonal entries are 2 .

To reproduce this case, we consider an alternative subspace restriction used in Reference [106] to diagonalize the Dirichlet graph Laplacian. In this case it is easiest to consider the lattice of a cycle graph on $2 n+2$ vertices, where the vertices 0 and $n+1$ are selected as boundary points where the field takes the value 0 . The relevant antisymmetric
subspace is now $\operatorname{span}\left(\left\{e_{j}-e_{2 n+2-j}\right\}_{j=1}^{n}\right)$ (which has no support on $e_{0}$ and $e_{n+1}$ ).
If we again write the linear system as $L^{\prime \prime} \mathbf{u}^{\prime \prime}=\mathbf{f}^{\prime \prime}$, then the Laplacian has entries

$$
L_{i, j}^{\prime \prime}= \begin{cases}r_{|i-j|}-r_{i+j} & i \leq k \\ r_{|i-j|} & k<i \leq n-k \\ r_{|i-j|}-r_{2 n-i-j+2} & n-k \leq i .\end{cases}
$$

We again assume access to an oracle producing states proportional to $f^{\prime \prime}(x)$; however, we assume that this oracle operates in a Hilbert space with one additional dimension compared to the previous approaches (i.e., whereas previously we considered implementing $U$, here we consider implementing $\left(\begin{array}{cc}U & \mathbf{0} \\ \mathbf{0}^{T} & 1\end{array}\right)$ ). With this oracle we again prepare the state $\left|f^{\prime \prime}\right\rangle|-\rangle$ and solve Poisson's equation for periodic boundary conditions to output a state $\left|u^{\prime \prime}\right\rangle|-\rangle$ (where $\left|u^{\prime \prime}\right\rangle$ lies in an $(n+1)$-dimensional Hilbert space but has no support on the $(n+1)$ st basis state $)$.

### 3.4 Multi-dimensional spectral method

We now turn our attention to the spectral method for multi-dimensional PDEs. Since interpolation facilitates constructing a straightforward linear system, we develop a quantum algorithm based on the pseudo-spectral method [67, 68, 107] for secondorder elliptic equations with global strict diagonal dominance, under various boundary conditions. Using this approach, we show the following.

Theorem 3.2. Consider an instance of the quantum PDE problem as defined in Problem 3.1 with Dirichlet boundary conditions (3.81). Then there exists a quantum algorithm that
produces a state in the form of (3.82) whose amplitudes are proportional to $u(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$ (with respect to the uniform grid nodes for periodic boundary conditions or the Chebyshev-Gauss-Lobatto quadrature nodes for non-periodic boundary conditions, as defined in in (3.60)), where $u(\boldsymbol{x}) /\|u(\boldsymbol{x})\|$ is $\epsilon$-close to $\hat{u}(\boldsymbol{x}) /\|\hat{u}(\boldsymbol{x})\|$ in $l_{2}$ norm for all nodes $\boldsymbol{x}$, succeeding with probability $\Omega(1)$, with a flag indicating success, using

$$
\begin{equation*}
\left(\frac{d\|A\|_{\Sigma}}{C\|A\|_{*}}+q d^{2}\right) \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right) \tag{3.54}
\end{equation*}
$$

queries to oracles as defined in Section 3.4.4. Here $\|A\|_{\Sigma}:=\sum_{\|j\|_{1} \leq h}\left\|A_{j}\right\|,\|A\|_{*}:=$ $\sum_{j=1}^{d}\left|A_{j, j}\right|, C>0$ is defined in (3.8), and

$$
\begin{align*}
& g=\min _{\boldsymbol{x}}\|\hat{u}(\boldsymbol{x})\|, \quad g^{\prime}:=\max _{\boldsymbol{x}} \max _{n \in \mathbb{N}}\left\|\hat{u}^{(n+1)}(\boldsymbol{x})\right\|,  \tag{3.55}\\
& q=\sqrt{\frac{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d} \hat{f}_{\boldsymbol{k}}^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}\right)^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}\right)^{2}}{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left(\hat{f}_{\boldsymbol{k}}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}+A_{j, j} \hat{\gamma}_{k}^{j-}\right)^{2}}} . \tag{3.56}
\end{align*}
$$

The gate complexity is larger than the query complexity by a factor of $\operatorname{poly}\left(\log \left(d\|A\|_{\Sigma} / \epsilon\right)\right)$.

After introducing the method, we discuss the complexity of the quantum shifted Fourier transform (Lemma 3.5) and the quantum cosine transform (Lemma 3.6) in Section 3.4.1. These transforms are used as subroutines in our algorithm. Then we construct a linear system whose solution encodes the solution of the PDE in Section 3.4.2, analyze its condition number in Section 3.4.3 (Lemma 3.10, established using Lemma 3.7, Lemma 3.8, and Lemma 3.9), and consider the complexity of state preparation in Section 3.4.4 (Lemma 3.11). Finally, we prove our main result (Theorem 3.2) in Section 3.4.5.

In the spectral approach, we approximate the exact solution $\hat{u}(\boldsymbol{x})$ by a linear combination
of basis functions

$$
\begin{equation*}
u(\boldsymbol{x})=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} c_{\boldsymbol{k}} \phi_{\boldsymbol{k}}(\boldsymbol{x}) \tag{3.57}
\end{equation*}
$$

for some $n \in \mathbb{Z}^{+}$. Here $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$ with $k_{j} \in[n+1]_{0}:=\{0,1, \ldots, n\}, c_{\boldsymbol{k}} \in \mathbb{C}$, and

$$
\begin{equation*}
\phi_{\boldsymbol{k}}(\boldsymbol{x})=\prod_{j=1}^{d} \phi_{k_{j}}\left(x_{j}\right), \quad j \in[d] . \tag{3.58}
\end{equation*}
$$

We choose different basis functions for the case of periodic boundary conditions and for the more general case of non-periodic boundary conditions. When the boundary conditions are periodic, the algorithm implementation is more straightforward, and in some cases (e.g., for the Poisson equation), can be faster. Specifically, for any $k_{j} \in$ $[n+1]_{0}$ and $x_{j} \in[-1,1]$, we take

$$
\phi_{k_{j}}\left(x_{j}\right)= \begin{cases}e^{i\left(k_{j}-\lfloor n / 2\rfloor\right) \pi x_{j}}, & \text { periodic conditions }  \tag{3.59}\\ T_{k_{j}}\left(x_{j}\right):=\cos \left(k_{j} \arccos x_{j}\right), & \text { non-periodic conditions }\end{cases}
$$

Here $T_{k}$ is the degree- $k$ Chebyshev polynomial of the first kind.
The coefficients $c_{\boldsymbol{k}}$ are determined by demanding that $u(\boldsymbol{x})$ satisfies the ODE and boundary conditions at a set of interpolation nodes $\left\{\chi_{l}=\left(\chi_{l_{1}}, \ldots, \chi_{l_{d}}\right)\right\}_{\|l\|_{\infty \leq n}}$ with $l_{j} \in[n+1]_{0}$, where

$$
\chi_{l_{j}}= \begin{cases}\frac{2 l_{j}}{n+1}-1, & \text { periodic conditions }  \tag{3.60}\\ \cos \frac{\pi l_{j}}{n}, & \text { non-periodic conditions. }\end{cases}
$$

Here $\left\{\frac{2 l}{n+1}-1: l \in[n+1]_{0}\right\}$ are called the uniform grid nodes, and $\left\{\cos \frac{\pi l}{n}: l \in\right.$ $\left.[n+1]_{0}\right\}$ are called the Chebyshev-Gauss-Lobatto quadrature nodes.

We require the numerical solution $u(\boldsymbol{x})$ to satisfy

$$
\begin{equation*}
\mathscr{L}\left(u\left(\chi_{l}\right)\right)=f\left(\chi_{l}\right), \quad \forall l_{j} \in[n+1]_{0}, j \in[d] \tag{3.61}
\end{equation*}
$$

We would like to be able to increase the accuracy of the approximation by increasing $n$, so that

$$
\begin{equation*}
\|\hat{u}(\boldsymbol{x})-u(\boldsymbol{x})\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{3.62}
\end{equation*}
$$

The convergence behavior of the spectral method is related to the smoothness of the solution. For a solution in $C^{r+1}$, the spectral method approximates the solution with $n=$ poly $(1 / \epsilon)$. Furthermore, if the solution is in $C^{\infty}$, the spectral method approximates the solution to within $\epsilon$ using only $n=\operatorname{poly}(\log (1 / \epsilon))$ [68]. Since we require $k_{j} \in[n+1]_{0}$ for all $j \in[d]$, we have $(n+1)^{d}$ terms in total. Consequently, a classical pseudo-spectral method solves multi-dimensional PDEs with complexity poly $\left(\log ^{d}(1 / \epsilon)\right)$. Such classical spectral methods rapidly become infeasible since the number of coefficients $(n+1)^{d}$ grows exponentially with $d$.

Here we develop a quantum algorithm for multi-dimensional PDEs. The algorithm applies techniques from the quantum spectral method for ODEs [54]. However, in the case of PDEs, the linear system to be solved is non-sparse. We address this difficulty using a quantum transform that restores sparsity.

### 3.4.1 Quantum shifted Fourier transform and quantum cosine transform

The well-known quantum Fourier transform (QFT) can be regarded as an analogue of the discrete Fourier transform (DFT) acting on the amplitudes of a quantum state. The QFT maps the $(n+1)$-dimensional quantum state $v=\left(v_{0}, v_{1}, \ldots, v_{n}\right) \in \mathbb{C}^{n+1}$ to the state $\hat{v}=\left(\hat{v}_{0}, \hat{v}_{1}, \ldots, \hat{v}_{n}\right) \in \mathbb{C}^{n+1}$ with

$$
\begin{equation*}
\hat{v}_{l}=\frac{1}{\sqrt{n+1}} \sum_{k=0}^{n} \exp \left(\frac{2 \pi i k l}{n+1}\right) v_{k}, \quad l \in[n+1]_{0} \tag{3.63}
\end{equation*}
$$

In other words, the QFT is the unitary transform

$$
\begin{equation*}
F_{n}:=\frac{1}{\sqrt{n+1}} \sum_{k, l=0}^{n} \exp \left(\frac{2 \pi i k l}{n+1}\right)|l\rangle\langle k| . \tag{3.64}
\end{equation*}
$$

Here we also consider the quantum shifted Fourier transform (QSFT), an analogue of the classical shifted discrete Fourier transform, which maps $v \in \mathbb{C}^{n+1}$ to $\hat{v} \in \mathbb{C}^{n+1}$ with

$$
\begin{equation*}
\hat{v}_{l}=\frac{1}{\sqrt{n+1}} \sum_{k=0}^{n} \exp \left(\frac{2 \pi i(k-\lfloor n / 2\rfloor)(l-(n+1) / 2)}{n+1}\right) v_{k}, \quad l \in[n+1]_{0} . \tag{3.65}
\end{equation*}
$$

In other words, the QSFT is the unitary transform

$$
\begin{equation*}
F_{n}^{s}:=\frac{1}{\sqrt{n+1}} \sum_{k, l=0}^{n} \exp \left(\frac{2 \pi i(k-\lfloor n / 2\rfloor)(l-(n+1) / 2)}{n+1}\right)|l\rangle\langle k| . \tag{3.66}
\end{equation*}
$$

We define the multi-dimensional QSFT by the tensor product, namely

$$
\begin{equation*}
\boldsymbol{F}_{n}^{s}:=\frac{1}{\sqrt{(n+1)^{d}}} \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \prod_{j=1}^{d} \exp \left(\frac{2 \pi i\left(k_{j}-\lfloor n / 2\rfloor\right)\left(l_{j}-(n+1) / 2\right)}{n+1}\right)\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle\left\langle k_{1}\right| \ldots\left\langle k_{d}\right|, \tag{3.67}
\end{equation*}
$$

where $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$ and $\boldsymbol{l}=\left(l_{1}, \ldots, l_{d}\right)$ are $d$-dimensional vectors with $k_{j}, l_{j} \in[n]_{0}$.
The QSFT can be efficiently implemented as follows:

Lemma 3.5. The QSFT $F_{n}^{s}$ defined by (3.66) can be performed with gate complexity $O(\log n \log \log n)$. More generally, the d-dimensional QSFT $\boldsymbol{F}_{n}^{s}$ defined by (3.67) can be performed with gate complexity $O(d \log n \log \log n)$.

Proof. The unitary matrix $F_{n}^{s}$ can be written as the product of three unitary matrices

$$
\begin{equation*}
F_{n}^{s}=S_{n} F_{n} R_{n}, \tag{3.68}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}=\sum_{k=0}^{n} \exp \left(-\frac{2 \pi i k(n+1) / 2}{n+1}\right)|k\rangle\langle k| \tag{3.69}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}=\sum_{l=0}^{n} \exp \left(-\frac{2 \pi i\lfloor n / 2\rfloor(l-(n+1) / 2)}{n+1}\right)|l\rangle\langle l| . \tag{3.70}
\end{equation*}
$$

It is well known that $F_{n}$ can be implemented with gate complexity $O(\log n \log \log n)$, and it is straightforward to implement $R_{n}$ and $S_{n}$ with gate complexity $O(\log n)$. Thus the total complexity is $O(\log n \log \log n)$.

We rewrite $\boldsymbol{v}$ in the form

$$
\begin{equation*}
\boldsymbol{v}=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \boldsymbol{v}_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle, \tag{3.71}
\end{equation*}
$$

where $\boldsymbol{v}_{\boldsymbol{k}} \in \mathbb{C}$ with $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$, and each $k_{j} \in[n]_{0}$ for $j \in[d]$. The unitary matrix $\boldsymbol{F}_{n}^{s}$ can be written as the tensor product

$$
\begin{equation*}
\boldsymbol{F}_{n}^{s}=\bigotimes_{j=1}^{d} F_{n}^{s} \tag{3.72}
\end{equation*}
$$

Performing the multi-dimensional QSFT is equivalent to performing the one-dimensional QSFT on each register. Thus, the gate complexity of performing $\boldsymbol{F}_{n}^{s}$ is $O(d \log n \log \log n)$.

Another efficient quantum transformation is the quantum cosine transform (QCT) [108, 109]. The QCT can be regarded as an analogue of the discrete cosine transform (DCT). The QCT maps $v \in \mathbb{C}^{n+1}$ to $\hat{v} \in \mathbb{C}^{n+1}$ with

$$
\begin{equation*}
\hat{v}_{l}=\sqrt{\frac{2}{n}} \sum_{k=0}^{n} \delta_{k} \delta_{l} \cos \frac{k l \pi}{n} v_{k}, \quad l \in[n+1]_{0}, \tag{3.73}
\end{equation*}
$$

where

$$
\delta_{l}:= \begin{cases}\frac{1}{\sqrt{2}} & l=0, n  \tag{3.74}\\ 1 & l \in[n-1] .\end{cases}
$$

In other words, the QCT is the orthogonal transform

$$
\begin{equation*}
C_{n}:=\sqrt{\frac{2}{n}} \sum_{k, l=0}^{n} \delta_{l} \delta_{k} \cos \frac{k l \pi}{n}|l\rangle\langle k| . \tag{3.75}
\end{equation*}
$$

Again we define the multi-dimensional QCT by the tensor product, namely

$$
\begin{equation*}
\boldsymbol{C}_{n}:=\sqrt{\left(\frac{2}{n}\right)^{d}} \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \prod_{j=1}^{d} \delta_{k_{j}} \delta_{l_{j}} \cos \frac{k_{j} l_{j} \pi}{n}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle\left\langle k_{1}\right| \ldots\left\langle k_{d}\right|, \tag{3.76}
\end{equation*}
$$

where $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$ and $\boldsymbol{l}=\left(l_{1}, \ldots, l_{d}\right)$ are $d$-dimensional vectors with $k_{j}, l_{j} \in$ $[n+1]_{0}$.

The classical DCT on $(n+1)$-dimensional vectors takes $\Theta(n \log n)$ gates, while the QCT on $(n+1)$-dimensional quantum states can be implemented with complexity poly $(\log n)$. According to Theorem 1 of Reference [108], the gate complexity of performing $C_{n}$ is $O\left(\log ^{2} n\right)$. We observe that this can be improved as follows.

Lemma 3.6. The quantum cosine transform $C_{n}$ defined by (3.75) can be performed with gate complexity $O(\log n \log \log n)$. More generally, the multi-dimensional QCT $\boldsymbol{C}_{n}$ defined by (3.76) can be performed with gate complexity $O(d \log n \log \log n)$.

Proof. According to the quantum circuit in Figure 2 of Reference [108], $C_{n}$ can be
decomposed into a QFT $F_{n+1}$, a permutation

$$
P_{n}=\left(\begin{array}{lllll} 
& & & &  \tag{3.77}\\
& & & & \\
1 & & & & \\
& 1 & & & \\
& & \ddots & \\
& & & 1
\end{array}\right)
$$

and additional operations with $O(1)$ cost. The QFT $F_{n+1}$ has gate complexity $O(\log n$ $\log \log n)$. We then consider an alternative way to implement $P_{n}$ that improves over the approach in [110].

The permutation $P_{n}$ can be decomposed as

$$
\begin{equation*}
P_{n}=F_{n} T_{n} F_{n}^{-1}, \tag{3.78}
\end{equation*}
$$

where $F_{n}$ is the Fourier transform (3.64) and $T_{n}=\sum_{k=0}^{n} e^{-\frac{2 \pi i k}{n+1}}|k\rangle\langle k|$ is diagonal. The gate complexities of performing $F_{n}$ and $T_{n}$ are $O(\log n \log \log n)$ and $O(\log n)$, respectively. It follows that $C_{n}$ can be implemented with circuit complexity $O(\log n \log \log n)$.

The matrix $\boldsymbol{C}_{n}$ can be written as the tensor product

$$
\begin{equation*}
\boldsymbol{C}_{n}=\bigotimes_{j=1}^{d} C_{n} \tag{3.79}
\end{equation*}
$$

As in Lemma 3.5, performing the multi-dimensional QCT is equivalent to performing a QCT on each register. Thus, the gate complexity of performing $\boldsymbol{C}_{n}$ is $O(d \log n \log \log n)$.

### 3.4.2 Linear system

In this section we introduce the quantum PDE solver for the problem (3.1). We construct a linear system that encodes the solution of (3.1) according to the pseudospectral method introduced above, using the QSFT/QCT introduced in Section 3.4.1 to ensure sparsity.

We consider a linear PDE problem (Problem 3.1) with periodic boundary conditions

$$
\begin{equation*}
u(\boldsymbol{x}+2 \boldsymbol{v})=u(\boldsymbol{x}) \quad \forall \boldsymbol{x} \in \mathscr{D}, \forall \boldsymbol{v} \in \mathbb{Z}^{d} \tag{3.80}
\end{equation*}
$$

or non-periodic Dirichlet boundary conditions

$$
\begin{equation*}
u(\boldsymbol{x})=\gamma(\boldsymbol{x}) \quad \forall \boldsymbol{x} \in \partial \mathscr{D} . \tag{3.81}
\end{equation*}
$$

According to the elliptic regularity theorem (Theorem 6 in Section 6.3 of Reference [99]), there exists a unique solution $\hat{u}(\boldsymbol{x})$ in $C^{\infty}$ for Problem 3.1.

We now show how to apply the Fourier and Chebyshev pseudo-spectral methods to this problem. Our goal is to obtain the quantum state

$$
\begin{equation*}
|u\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} c_{\boldsymbol{k}} \phi_{\boldsymbol{k}}\left(\chi_{l}\right)\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle, \tag{3.82}
\end{equation*}
$$

where $\phi_{\boldsymbol{k}}\left(\chi_{l}\right)$ is defined by (3.58) using (3.59) for the appropriate boundary conditions
(periodic or non-periodic). This state corresponds to a truncated Fourier/Chebyshev approximation and is $\epsilon$-close to the exact solution $\hat{u}\left(\boldsymbol{\chi}_{l}\right)$ with $n=\operatorname{poly}(\log (1 / \epsilon))$ [68]. Note that this state encodes the values of the solution at the interpolation nodes (3.60) appropriate to the boundary conditions (the uniform grid nodes in the Fourier approach, for periodic boundary conditions, and the Chebyshev-Gauss-Lobatto quadrature nodes in the Chebyshev approach, for non-periodic boundary conditions).

Instead of developing our algorithm for the standard basis, we aim to produce a state

$$
\begin{equation*}
|c\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty} \leq n} c_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle \tag{3.83}
\end{equation*}
$$

that is the inverse QSFT/QCT of $|u\rangle$. We then apply the QSFT/QCT to transform back into the interpolation node basis.

The truncated spectral series of the inhomogeneity $f(\boldsymbol{x})$ and the boundary conditions $\gamma(\boldsymbol{x})$ can be expressed as

$$
\begin{equation*}
f(\boldsymbol{x})=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \hat{f}_{\boldsymbol{k}} \phi_{\boldsymbol{k}}(\boldsymbol{x}) \tag{3.84}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma(\boldsymbol{x})=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \hat{\gamma}_{\boldsymbol{k}} \phi_{\boldsymbol{k}}(\boldsymbol{x}), \tag{3.85}
\end{equation*}
$$

respectively. We define quantum states $|f\rangle$ and $|\gamma\rangle$ by interpolating the nodes $\left\{\chi_{l}\right\}$ defined by (3.60) as

$$
\begin{equation*}
|f\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty},\|l\| \|_{\infty} \leq n} \phi_{k_{j}}\left(\chi_{l}\right) \hat{f}_{\boldsymbol{k}}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle \tag{3.86}
\end{equation*}
$$

and

$$
\begin{equation*}
|\gamma\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \phi_{k_{j}}\left(\chi_{l}\right) \hat{\gamma}_{\boldsymbol{k}}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle, \tag{3.87}
\end{equation*}
$$

respectively. These are the states that we assume we can produce using oracles. We perform the multi-dimensional inverse QSFT/QCT to obtain the states

$$
\begin{equation*}
|\hat{f}\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \hat{f}_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle, \tag{3.88}
\end{equation*}
$$

and

$$
\begin{equation*}
|\hat{\gamma}\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \hat{\gamma}_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle . \tag{3.89}
\end{equation*}
$$

Having defined these states, we now detail the construction of the linear system. At a high level, we construct two linear systems: one system $A \mathbf{x}=\mathbf{f}$ (where $\mathbf{x}$ corresponds to (3.83)) describes the differential equation, and another system $B \mathbf{x}=\mathbf{g}$ describes the boundary conditions. We combine these into a linear system with the form

$$
\begin{equation*}
L \mathbf{x}=(A+B) \mathbf{x}=\mathbf{f}+\mathbf{g} . \tag{3.90}
\end{equation*}
$$

Even though we do not impose the two linear systems separately, we show that there exists a unique solution of (3.90) (which is therefore the solution of the simultaneous equations $A \mathbf{x}=\mathbf{f}$ and $B \mathbf{x}=\mathbf{g}$ ), since we show that $L$ has full rank, and indeed we upper bound its condition number in Section 3.4.3.

Part of this linear system will correspond to just the differential equation

$$
\begin{equation*}
\mathscr{L}\left(u\left(\boldsymbol{\chi}_{l}\right)\right)=\sum_{\|\boldsymbol{j}\|_{1}=2} A_{\boldsymbol{j}} \frac{\partial^{\boldsymbol{j}}}{\partial \boldsymbol{x}^{j}} u\left(\boldsymbol{\chi}_{\boldsymbol{l}}\right)=f\left(\boldsymbol{\chi}_{\boldsymbol{l}}\right), \tag{3.91}
\end{equation*}
$$

while another part will come from imposing the boundary conditions on $\partial \mathscr{D}=\bigcup_{j \in[d]} \partial \mathscr{D}_{j}$, where $\partial \mathscr{D}_{j}:=\left\{\boldsymbol{x} \in \mathscr{D} \mid x_{j}= \pm 1\right\}$ is a ( $d-1$ )-dimensional subspace. More specifically, the boundary conditions

$$
\begin{equation*}
u\left(\boldsymbol{\chi}_{l}\right)=\gamma\left(\boldsymbol{\chi}_{l}\right) \quad \forall \boldsymbol{\chi}_{l} \in \partial \mathscr{D} \tag{3.92}
\end{equation*}
$$

can be expressed as conditions on each boundary:

$$
\begin{array}{rll}
u\left(x_{1}, \ldots, x_{j-1}, 1, x_{j+1}, \ldots, x_{d}\right)=\gamma^{j+}, & \boldsymbol{x} \in \partial \mathscr{D}_{j}, & j \in[d]  \tag{3.93}\\
u\left(x_{1}, \ldots, x_{j-1},-1, x_{j+1}, \ldots, x_{d}\right)=\gamma^{j-}, & \boldsymbol{x} \in \partial \mathscr{D}_{j}, & j \in[d] .
\end{array}
$$

### 3.4.2.1 Linear system from the differential equation

To evaluate the matrix corresponding to the differential operator from (3.91), it is convenient to define coefficients $c_{\boldsymbol{k}}^{(\boldsymbol{j})}$ and $\|\boldsymbol{k}\|_{\infty} \leq n$ such that

$$
\begin{equation*}
\frac{\partial^{j}}{\partial \boldsymbol{x}^{j}} u(\boldsymbol{x})=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} c_{\boldsymbol{k}}^{(\boldsymbol{j})} \phi_{\boldsymbol{k}}(\boldsymbol{x}) \tag{3.94}
\end{equation*}
$$

for some fixed $\boldsymbol{j} \in \mathbb{N}^{d}$ (as we explain below, such a decomposition exists for the choices of basis functions in (3.59)). Using this expression, we obtain the following linear equations
for $c_{k}^{(j)}$ :

$$
\begin{equation*}
\sum_{\|j\|_{1}=2} A_{j} \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \phi_{\boldsymbol{k}}\left(\chi_{l}\right) c_{\boldsymbol{k}}^{(\boldsymbol{j})}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle=\sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \phi_{\boldsymbol{k}}\left(\chi_{l}\right) \hat{f}_{\boldsymbol{k}}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle . \tag{3.95}
\end{equation*}
$$

To determine the transformation between $c_{\boldsymbol{k}}^{(\boldsymbol{j})}$ and $c_{\boldsymbol{k}}$, we can make use of the differential properties of Fourier and Chebyshev series, namely

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} e^{i k \pi x}=i k \pi e^{i k \pi x} \tag{3.96}
\end{equation*}
$$

and

$$
\begin{equation*}
2 T_{k}(t)=\frac{T_{k+1}^{\prime}(t)}{k+1}-\frac{T_{k-1}^{\prime}(t)}{k-1} \tag{3.97}
\end{equation*}
$$

respectively. We have

$$
\begin{equation*}
c_{\boldsymbol{k}}^{(\boldsymbol{j})}=\sum_{\|\boldsymbol{r}\|_{\infty} \leq n}\left[\boldsymbol{D}_{n}^{(\boldsymbol{j})}\right]_{\boldsymbol{k r}} c_{\boldsymbol{r},}, \quad\|\boldsymbol{k}\|_{\infty} \leq n \tag{3.98}
\end{equation*}
$$

where $\boldsymbol{D}_{n}^{(j)}$ can be expressed as the tensor product

$$
\begin{equation*}
\boldsymbol{D}_{n}^{(j)}=D_{n}^{j_{1}} \otimes D_{n}^{j_{2}} \otimes \cdots \otimes D_{n}^{j_{d}} \tag{3.99}
\end{equation*}
$$

with $\boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right)$. The matrix $D_{n}$ for the Fourier basis functions in (3.59) can be written as the $(n+1) \times(n+1)$ diagonal matrix with entries

$$
\begin{equation*}
\left[D_{n}\right]_{k k}=i(k-\lfloor n / 2\rfloor) \pi \tag{3.100}
\end{equation*}
$$

As detailed in Appendix A of Reference [54], the matrix $D_{n}$ for the Chebyshev polynomials in (3.59) can be expressed as the $(n+1) \times(n+1)$ upper triangular matrix with nonzero entries

$$
\begin{equation*}
\left[D_{n}\right]_{k r}=\frac{2 r}{\sigma_{k}}, \quad k+r \text { odd, } r>k \tag{3.101}
\end{equation*}
$$

where

$$
\sigma_{k}:= \begin{cases}2 & k=0  \tag{3.102}\\ 1 & k \in[n] .\end{cases}
$$

Substituting (3.99) into (3.95), with $D_{n}$ defined by (3.100) in the periodic case or (3.101) in the non-periodic case, and performing the multi-dimensional inverse QSFT/QCT (for a reason that will be explained in the next section), we obtain the following linear equations for $c_{r}$ :

$$
\begin{equation*}
\sum_{\|\boldsymbol{j}\|_{1}=2} A_{\boldsymbol{j}} \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty},\|\boldsymbol{r}\|_{\infty} \leq n}\left[\boldsymbol{D}_{n}^{(j)}\right]_{\boldsymbol{k} \boldsymbol{r}} c_{\boldsymbol{r}}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle=\sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \hat{f}_{\boldsymbol{k}}\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle . \tag{3.103}
\end{equation*}
$$

Notice that the matrices (3.100) and (3.101) are not full rank. More specifically, there exists at least one zero row in the matrix of (3.103) when using either (3.100) $(k=$ $\lfloor n / 2\rfloor)$ or (3.101) ( $k=n$ ). To obtain an invertible linear system, we next introduce the boundary conditions.

### 3.4.2.2 Adding the linear system from the boundary conditions

When we use the form (3.82) of $u(\boldsymbol{x})$ to write linear equations describing the boundary conditions (3.93), we obtain a non-sparse linear system. Thus, for each $\boldsymbol{x} \in$ $\partial \mathscr{D}_{j}$ in (3.93), we perform the $(d-1)$-dimensional inverse QSFT/QCT on the $d-1$ registers except the $j$ th register to obtain the linear equations

$$
\begin{align*}
& \sum_{\|\boldsymbol{k}\|_{\infty} \leq n}^{k_{j}=n}  \tag{3.104}\\
& c_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle
\end{align*}=\sum_{\substack{\|\boldsymbol{k}\|_{\infty} \leq n \\
k_{j}=n}} \hat{\gamma}_{\boldsymbol{k}}^{1+}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle, \quad \hat{\gamma}_{\boldsymbol{k}}^{j+} \in \partial \mathscr{D}_{j}, ~ 子 k_{\substack{\|\boldsymbol{k}\|_{\infty} \leq n \\
k_{j}=n-1}}(-1)^{k_{j}} c_{\boldsymbol{k}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle=\sum_{\substack{\|\boldsymbol{k}\|_{\infty} \leq n \\
k_{j}=n-1}} \hat{\gamma}_{\boldsymbol{k}}^{1-}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle, \quad \hat{\gamma}_{\boldsymbol{k}}^{j-} \in \partial \mathscr{D}_{j},
$$

for all $j \in[d]$, where the values of $k_{j}$ indicate that we place these constraints in the last two rows with respect to the $j$ th coordinate. We combine these equations with (3.103) to obtain the linear system

$$
\begin{equation*}
\sum_{\|\boldsymbol{j}\|_{1}=2} A_{\boldsymbol{j}} \sum_{\|\boldsymbol{k}\|_{\infty},\|\boldsymbol{r}\|_{\infty} \leq n}\left[\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}\right]_{\boldsymbol{k} \boldsymbol{r}} c_{\boldsymbol{r}}\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}+\hat{f}_{\boldsymbol{k}}\right)\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle, \tag{3.105}
\end{equation*}
$$

where

$$
\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}= \begin{cases}\boldsymbol{D}_{n}^{(\boldsymbol{j})}+\boldsymbol{G}_{n}^{(\boldsymbol{j})}, & \|\boldsymbol{j}\|_{1}=2,\|\boldsymbol{j}\|_{\infty}=2  \tag{3.106}\\ \boldsymbol{D}_{n}^{(\boldsymbol{j})}, & \|\boldsymbol{j}\|_{1}=2,\|\boldsymbol{j}\|_{\infty}=1\end{cases}
$$

with $\boldsymbol{G}_{n}^{(\boldsymbol{j})}$ defined below. In other words, $\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}=\boldsymbol{D}_{n}^{(\boldsymbol{j})}+\boldsymbol{G}_{n}^{(\boldsymbol{j})}$ for each $\boldsymbol{j}$ that has exactly one entry equal to 2 and all other entries 0 , whereas $\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}=\boldsymbol{D}_{n}^{(\boldsymbol{j})}$ for each $\boldsymbol{j}$ that has exactly two entries equal to 1 and all other entries 0 . Here $\boldsymbol{G}_{n}^{(j)}$ can be expressed as the
tensor product

$$
\begin{equation*}
\boldsymbol{G}_{n}^{(\boldsymbol{j})}=I^{\otimes r-1} \otimes G_{n} \otimes I^{\otimes d-r} \tag{3.107}
\end{equation*}
$$

where the $r$ th entry of $\boldsymbol{j}$ is 2 and all other entries are 0 . For the Fourier case in (3.59) used for periodic boundary conditions, $D_{n}$ comes from (3.100), and the nonzero entries of $G_{n}$ are

$$
\begin{equation*}
\left[G_{n}\right]_{\lfloor n / 2\rfloor, k}=1, \quad k \in[n+1]_{0} . \tag{3.108}
\end{equation*}
$$

Alternatively, for the Chebyshev case in (3.59) used for non-periodic boundary conditions, $D_{n}$ comes from (3.101), and the nonzero entries of $G_{n}$ are

$$
\begin{array}{ll}
{\left[G_{n}\right]_{n, k}=1,} & k \in[n+1]_{0},  \tag{3.109}\\
{\left[G_{n}\right]_{n-1, k}=(-1)^{k},} & k \in[n+1]_{0} .
\end{array}
$$

The system (3.105) has the form of (3.90). For instance, the matrix in (3.90) for Poisson's equation (3.6) is

$$
\begin{align*}
L_{\text {Poisson }} & :=\overline{\boldsymbol{D}}_{n}^{(2,0, \ldots, 0)}+\overline{\boldsymbol{D}}_{n}^{(0,2, \ldots, 0)}+\cdots+\overline{\boldsymbol{D}}_{n}^{(0,0, \ldots, 2)}  \tag{3.110}\\
& =\bigoplus_{j=1}^{d} \bar{D}_{n}^{(2)}=\bar{D}_{n}^{(2)} \otimes I^{\otimes d-1}+I \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-2}+\cdots+I^{\otimes d-1} \otimes \bar{D}_{n}^{(2)} \tag{3.111}
\end{align*}
$$

For periodic boundary conditions, using (3.98), (3.100), and (3.108), the second-order
differential matrix $\bar{D}_{n}^{(2)}$ has nonzero entries

$$
\begin{align*}
{\left[\bar{D}_{n}^{(2)}\right]_{k, k} } & =-((k-\lfloor n / 2\rfloor) \pi)^{2}, & k \in[n+1]_{0} \backslash\{\lfloor n / 2\rfloor\},  \tag{3.112}\\
{\left[\bar{D}_{n}^{(2)}\right]_{\lfloor n / 2\rfloor, k} } & =1, & k \in[n+1]_{0} .
\end{align*}
$$

For non-periodic boundary conditions, using (3.98), (3.101), and (3.109), $\bar{D}_{n}^{(2)}$ has nonzero entries

$$
\begin{array}{rlrl}
{\left[\bar{D}_{n}^{(2)}\right]_{k r}} & =\sum_{\substack{l=k+1 \\
k+l \text { odd } \\
l+r \text { odd }}}^{r-1}\left[D_{n}\right]_{k l}\left[D_{n}\right]_{l r}=\frac{2 r}{\sigma_{k}} \sum_{\substack{l=k+1 \\
k+l \text { odd } \\
l+r \text { odd }}}^{r-1} \frac{2 l}{\sigma_{l}}=\frac{r\left(r^{2}-k^{2}\right)}{\sigma_{k}}, & k+r \text { even, } r>k+1, \\
{\left[\bar{D}_{n}^{(2)}\right]_{n, k}=1,} & & k \in[n+1]_{0} \\
{\left[\bar{D}_{n}^{(2)}\right]_{n-1, k}} & =(-1)^{k}, & & k \in[n+1]_{0} \tag{3.113}
\end{array}
$$

We discuss the invertible linear system (3.105) and upper bound its condition number in the following section.

### 3.4.3 Condition number

We now analyze the condition number of the linear system. We begin with two lemmas bounding the singular values of the matrices (3.112) and (3.113) that appear in the linear system.

Lemma 3.7. Consider the case of periodic boundary conditions. Then for $n \geq 4$, the
largest and smallest singular values of $\bar{D}_{n}^{(2)}$ defined in (3.112) satisfy

$$
\begin{align*}
\sigma_{\max }\left(\bar{D}_{n}^{(2)}\right) & \leq(2 n)^{2.5} \\
\sigma_{\min }\left(\bar{D}_{n}^{(2)}\right) & \geq \frac{1}{\sqrt{2}} \tag{3.114}
\end{align*}
$$

Proof. By direct calculation of the $l_{\infty}$ norm (i.e., the maximum absolute column sum) of (3.112), for $n \geq 4$, we have

$$
\begin{equation*}
\left\|\bar{D}_{n}^{(2)}\right\|_{\infty} \leq\left(\frac{(n+1) \pi}{2}\right)^{2} \leq(2 n)^{2} \tag{3.115}
\end{equation*}
$$

Then the inverse of the matrix (3.112) is

$$
\begin{array}{lr}
{\left[\left(\bar{D}_{n}^{(2)}\right)^{-1}\right]_{k, k}=-\frac{1}{((k-\lfloor n / 2\rfloor) \pi)^{2}},} & k \in[n+1]_{0} \backslash\{\lfloor n / 2\rfloor\}  \tag{3.116}\\
{\left[\left(\bar{D}_{n}^{(2)}\right)^{-1}\right]_{\lfloor n / 2\rfloor, k}=\frac{1}{((k-\lfloor n / 2\rfloor) \pi)^{2}},} & k \in[n+1]_{0}
\end{array}
$$

as can easily be verified by a direct calculation.
By direct calculation of the Frobenius norm of (3.112), we have

$$
\begin{equation*}
\left\|\left(\bar{D}_{n}^{2}\right)^{-1}\right\|_{F}^{2} \leq 1+2 \sum_{k=1}^{\infty} \frac{1}{k^{4} \pi^{4}}=1+\frac{2}{\pi^{4}} \frac{\pi^{4}}{90} \leq 2 \tag{3.117}
\end{equation*}
$$

Thus we have the result in (3.114):

$$
\begin{align*}
\sigma_{\max }\left(\bar{D}_{n}^{(2)}\right) & \leq \sqrt{n+1}\left\|\bar{D}_{n}^{2}\right\|_{\infty} \leq(2 n)^{2.5} \\
\sigma_{\min }\left(\bar{D}_{n}^{(2)}\right) & \geq \frac{1}{\left\|\left(\bar{D}_{n}^{2}\right)^{-1}\right\|_{F}} \geq \frac{1}{\sqrt{2}} \tag{3.118}
\end{align*}
$$

as claimed.

Lemma 3.8. Consider the case of non-periodic boundary conditions. Then the largest and smallest singular values of $\bar{D}_{n}^{(2)}$ defined in (3.113) satisfy

$$
\begin{align*}
& \sigma_{\max }\left(\bar{D}_{n}^{(2)}\right) \leq n^{4}, \\
& \sigma_{\min }\left(\bar{D}_{n}^{(2)}\right) \geq \frac{1}{16} . \tag{3.119}
\end{align*}
$$

Proof. By direct calculation of the Frobenius norm of (3.113), we have

$$
\begin{equation*}
\left\|\bar{D}_{n}^{(2)}\right\|_{F}^{2} \leq n^{2} \max _{k, r}\left(\frac{r\left(r^{2}-k^{2}\right)}{\sigma_{k}}\right)^{2} \leq n^{2} \cdot n^{6}=n^{8} \tag{3.120}
\end{equation*}
$$

Next we upper bound $\left\|\left(\bar{D}_{n}^{(2)}\right)^{-1}\right\|$. By definition,

$$
\begin{equation*}
\left\|\left(\bar{D}_{n}^{(2)}\right)^{-1}\right\|=\sup _{\|b\| \leq 1}\left\|\left(\bar{D}_{n}^{2}\right)^{-1} b\right\| . \tag{3.121}
\end{equation*}
$$

Given any vector $b$ satisfying $\|b\| \leq 1$, we estimate $\|x\|$ defined by the full-rank linear system

$$
\begin{equation*}
\bar{D}_{n}^{(2)} x=b . \tag{3.122}
\end{equation*}
$$

Notice that $\bar{D}_{n}^{(2)}$ is the sum of the upper triangular matrix $D_{n}^{2}$ and (3.109), the coordinates $x_{2}, \ldots, x_{n}$ are only defined by coordinates $b_{0}, \ldots, b_{n-2}$. So we only focus on the partial system

$$
\begin{equation*}
D_{n}^{(2)}\left[0,0, x_{2}, \ldots, x_{n}\right]^{T}=\left[b_{0}, \ldots, b_{n-2}, 0,0\right]^{T} \tag{3.123}
\end{equation*}
$$

Given the same $b$, we also define the vector $y$ by

$$
\begin{equation*}
D_{n}\left[0, y_{1}, \ldots, y_{n-1}, 0\right]^{T}=\left[b_{0}, \ldots, b_{n-2}, 0,0\right]^{T} \tag{3.124}
\end{equation*}
$$

where each coordinate of $y$ can be expressed by

$$
\begin{equation*}
b_{k}=\sum_{l=1}^{n-1}\left[D_{n}\right]_{k l} y_{l}=\sum_{l=1}^{n-1} \frac{2 l}{\sigma_{k}} y_{l}, \quad k+l \text { odd, } l>k, k \in[n-1]_{0} . \tag{3.125}
\end{equation*}
$$

Using this equation with $k=l-1$ and $k=l+1$, we can express $y_{l}$ in terms of $b_{l-1}$ and $b_{l+1}$ :

$$
\begin{equation*}
\frac{2 l}{\sigma_{l-1}} y_{l}=b_{l-1}-\frac{1}{\sigma_{l-1}} b_{l+1}, \quad l \in[n-1] \tag{3.126}
\end{equation*}
$$

where we let $b_{n-1}=b_{n}=0$. Thus we have

$$
\begin{align*}
\sum_{l=1}^{n-1} y_{l}^{2} & =\sum_{l=1}^{n-1}\left(\frac{\sigma_{l-1}}{2 l}\left(b_{l-1}-\frac{1}{\sigma_{l-1}} b_{l+1}\right)\right)^{2} \\
& \leq \sum_{l=1}^{n-1} \frac{\sigma_{l-1}^{2}}{4 l^{2}}\left(1+\frac{1}{\sigma_{l-1}^{2}}\right)\left(b_{l-1}^{2}+b_{l+1}^{2}\right)  \tag{3.127}\\
& \leq \frac{5}{4}\left(b_{0}^{2}+b_{2}^{2}\right)+\frac{1}{16} \sum_{l=2}^{n-2}\left(b_{l-1}^{2}+b_{l+1}^{2}\right) \\
& \leq 2 \sum_{l=0}^{n-2} b_{l}^{2} .
\end{align*}
$$

We notice that $y$ also satisfies

$$
\begin{equation*}
\left[0, y_{1}, \ldots, y_{n-1}, 0\right]^{T}=D_{n}\left[0,0, x_{2}, \ldots, x_{n}\right]^{T} \tag{3.128}
\end{equation*}
$$

where each coordinate of $y$ can be expressed by

$$
\begin{equation*}
y_{l}=\sum_{r=1}^{n}\left[D_{n}\right]_{l r} x_{r}=\sum_{r=1}^{n} \frac{2 r}{\sigma_{l}} x_{r}, \quad l+r \text { odd, } r>l, l \in[n-1] . \tag{3.129}
\end{equation*}
$$

Substituting the $(r-1)$ st and the $(r+1)$ st equations of (3.129), we can express $x$ in terms of $y$ :

$$
\begin{equation*}
\frac{2 r}{\sigma_{r-1}} x_{r}=y_{r-1}-\frac{1}{\sigma_{r-1}} y_{r+1}, \quad r \in[n] \backslash\{1\}, \tag{3.130}
\end{equation*}
$$

where we let $y_{n}=y_{n+1}=0$. Similarly, according to (3.130), we also have

$$
\begin{equation*}
\sum_{l=2}^{n} x_{l}^{2} \leq 2 \sum_{l=1}^{n-1} y_{l}^{2} \tag{3.131}
\end{equation*}
$$

Then we calculate $x_{0}^{2}+x_{1}^{2}$ based on the last two equations of (3.122), (3.127), and (3.130),
giving

$$
\begin{align*}
x_{0}^{2}+x_{1}^{2}= & \frac{1}{2}\left[\left(x_{0}+x_{1}\right)^{2}+\left(x_{0}-x_{1}\right)^{2}\right] \\
= & \frac{1}{2}\left[\left(b_{n}-\sum_{l=2}^{n} x_{l}\right)^{2}+\left(b_{n-1}-\sum_{l=2}^{n}(-1)^{l} x_{l}\right)^{2}\right] \\
= & \frac{1}{2}\left[\left(b_{n}-\sum_{l=2}^{n} \frac{\sigma_{l-1}}{2 l}\left(y_{l-1}-\frac{1}{\sigma_{l-1}} y_{l+1}\right)\right)^{2}\right. \\
& \left.+\left(b_{n-1}-\sum_{l=2}^{n}(-1)^{l} \frac{\sigma_{l-1}}{2 l}\left(y_{l-1}-\frac{1}{\sigma_{l-1}} y_{l+1}\right)\right)^{2}\right] \\
\leq & \frac{1}{2}\left(1+\sum_{l=2}^{n} \frac{\sigma_{l-1}^{2}}{4 l^{2}}\right)\left[b_{n}^{2}+\sum_{l=2}^{n}\left(y_{l-1}-\frac{1}{\sigma_{l-1}} y_{l+1}\right)^{2}+b_{n-1}^{2}\right.  \tag{3.132}\\
& \left.\left(y_{l-1}-\frac{1}{\sigma_{l-1}} y_{l+1}\right)^{2}\right] \\
\leq & \frac{1}{2}\left(1+\frac{1}{4} \sum_{l=2}^{\infty} \frac{1}{l^{2}}\right)\left[b_{n}^{2}+b_{n-1}^{2}+\sum_{l=2}^{n}\left(1+\frac{1}{\sigma_{l-1}^{2}}\right)\left(y_{l-1}^{2}+y_{l+1}^{2}\right)\right] \\
\leq & \frac{1}{2}\left(1+\frac{\pi^{2}}{24}\right)\left[b_{n}^{2}+b_{n-1}^{2}+4 \sum_{l=1}^{n-1} y_{l}^{2}\right] \\
\leq & b_{n}^{2}+b_{n-1}^{2}+8 \sum_{l=0}^{n-2} b_{l}^{2} .
\end{align*}
$$

Thus, based on (3.127), (3.131), and (3.132), the inequality

$$
\begin{align*}
\sum_{l=0}^{n} x_{l}^{2} & =x_{0}^{2}+x_{1}^{2}+\sum_{l=2}^{n} x_{l}^{2} \\
& \leq b_{n}^{2}+b_{n-1}^{2}+8 \sum_{l=0}^{n-2} b_{l}^{2}+4 \sum_{l=0}^{n-2} b_{l}^{2}  \tag{3.133}\\
& \leq b_{n}^{2}+b_{n-1}^{2}+12 \sum_{l=0}^{n-2} b_{l}^{2} \leq 12
\end{align*}
$$

holds for any vectors $b$ satisfying $\|b\| \leq 1$. Thus

$$
\begin{equation*}
\left\|\left(\bar{D}_{n}^{(2)}\right)^{-1}\right\|=\sup _{\|b\| \leq 1}\|x\| \leq 12<16 . \tag{3.134}
\end{equation*}
$$

Altogether, we have

$$
\begin{align*}
\sigma_{\max }\left(\bar{D}_{n}^{(2)}\right) & \leq\left\|\bar{D}_{n}^{2}\right\|_{F} \leq n^{4}, \\
\sigma_{\min }\left(\bar{D}_{n}^{(2)}\right) & \geq \frac{1}{\left\|\left(\bar{D}_{n}^{2}\right)^{-1}\right\|} \geq \frac{1}{16} \tag{3.135}
\end{align*}
$$

as claimed in (3.119).

Using these two lemmas, we first upper bound the condition number of the linear system for Poisson's equation, and then extend the result to general elliptic PDEs.

For the case of the Poisson equation, we use the following simple bounds on the extreme singular values of a Kronecker sum.

Lemma 3.9. Let

$$
\begin{equation*}
L=\bigoplus_{j=1}^{d} M_{j}=M_{1} \otimes I^{\otimes d-1}+I \otimes M_{2} \otimes I^{\otimes d-2}+\cdots+I^{\otimes d-1} \otimes M_{d} \tag{3.136}
\end{equation*}
$$

where $\left\{M_{j}\right\}_{j=1}^{d}$ are square matrices. If the largest and smallest singular values of $M_{j}$ satisfy

$$
\begin{gather*}
\sigma_{\max }\left(M_{j}\right) \leq s_{j}^{\max }  \tag{3.137}\\
\sigma_{\min }\left(M_{j}\right) \geq s_{j}^{\min }
\end{gather*}
$$

respectively, then the condition number of $L$ satisfies

$$
\begin{equation*}
\kappa_{L} \leq \frac{\sum_{j=1}^{d} s_{j}^{\max }}{\sum_{j=1}^{d} s_{j}^{\min }} \tag{3.138}
\end{equation*}
$$

Proof. We bound the singular values of the matrix exponential $\exp \left(M_{j}\right)$ by

$$
\begin{align*}
& \sigma_{\max }\left(\exp \left(M_{j}\right)\right) \leq e^{s_{j}^{\max }},  \tag{3.139}\\
& \sigma_{\min }\left(\exp \left(M_{j}\right)\right) \geq e^{s_{j}^{\min }}
\end{align*}
$$

using (3.137). The singular values of the Kronecker product $\bigotimes_{j=1}^{d} \exp \left(M_{j}\right)$ are

$$
\begin{equation*}
\sigma_{k_{1}, \ldots, k_{d}}\left(\bigotimes_{j=1}^{d} \exp \left(M_{j}\right)\right)=\prod_{j=1}^{d} \sigma_{k_{j}}\left(\exp \left(M_{j}\right)\right) \tag{3.140}
\end{equation*}
$$

where $\sigma_{k_{j}}\left(\exp \left(M_{j}\right)\right)$ are the singular values of the matrix $\exp \left(M_{j}\right)$ for each $j \in[d]$, where $k_{j}$ runs from 1 to the dimension of $M_{j}$. Using the property of the Kronecker sum that

$$
\begin{equation*}
\exp (L)=\exp \left(\bigoplus_{j=1}^{d} M_{j}\right)=\bigotimes_{j=1}^{d} \exp \left(M_{j}\right) \tag{3.141}
\end{equation*}
$$

we bound the singular values of the matrix exponential of (3.111) by

$$
\begin{align*}
& \sigma_{\max }(\exp (L)) \leq e^{\sum_{j=1}^{d} s_{j}^{\max }},  \tag{3.142}\\
& \sigma_{\min }(\exp (L)) \geq e^{\sum_{j=1}^{d} s_{j}^{\min }}
\end{align*}
$$

Finally, we bound the singular values of the matrix logarithm of (3.142) by

$$
\begin{align*}
& \sigma_{\max }(L) \leq \sum_{j=1}^{d} s_{j}^{\max } \\
& \sigma_{\min }(L) \geq \sum_{j=1}^{d} s_{j}^{\min } \tag{3.143}
\end{align*}
$$

Thus the condition number of $L$ satisfies

$$
\begin{equation*}
\kappa_{L} \leq \frac{\sum_{j=1}^{d} s_{j}^{\max }}{\sum_{j=1}^{d} s_{j}^{\min }} \tag{3.144}
\end{equation*}
$$

as claimed.

This lemma easily implies a bound on the condition number of the linear system for Poisson's equation:

Corollary 3.1. Consider an instance of the quantum PDE problem as defined in Problem 3.1 for Poisson's equation (3.6) with Dirichlet boundary conditions (3.81). Then for $n \geq 4$, the condition number of $L_{\text {Poisson }}$ in the linear system (3.90) satisfies

$$
\begin{equation*}
\kappa_{L_{\text {Poisson }}} \leq(2 n)^{4} . \tag{3.145}
\end{equation*}
$$

Proof. The matrix in (3.90) for Poisson's equation (3.6) is $L_{\text {Poisson }}$ defined in (3.111). For both the periodic and the non-periodic case, we have

$$
\begin{align*}
& \sigma_{\max }\left(\bar{D}_{n}^{(2)}\right) \leq n^{4},  \tag{3.146}\\
& \sigma_{\min }\left(\bar{D}_{n}^{(2)}\right) \geq \frac{1}{16}
\end{align*}
$$

by Lemma 3.7 and Lemma 3.8. Let $M_{j}=\bar{D}_{n}^{(2)}$ for $j \in[d]$ in (3.136), and apply Lemma 3.9 with $s_{j}^{\max }=n^{4}$ and $s_{j}^{\min }=1 / 16$ in (3.138). Then the condition number of $L_{\text {Poisson }}$ is bounded by

$$
\begin{equation*}
\kappa_{L_{\text {Poisson }}} \leq \frac{\sigma_{\max }\left(\bar{D}_{n}^{(2)}\right)}{\sigma_{\min }\left(\bar{D}_{n}^{(2)}\right)} \leq(2 n)^{4} \tag{3.147}
\end{equation*}
$$

as claimed.

We now consider the condition number of the linear system for general elliptic PDEs.

Lemma 3.10. Consider an instance of the quantum PDE problem as defined in Problem 3.1 with Dirichlet boundary conditions (3.81). Then for $n \geq 4$, the condition number of $L$ in the linear system (3.90) satisfies

$$
\begin{equation*}
\kappa_{L} \leq \frac{\|A\|_{\Sigma}}{C\|A\|_{*}}(2 n)^{4}, \tag{3.148}
\end{equation*}
$$

where $\|A\|_{\Sigma}:=\sum_{\|j\|_{1} \leq 2}\left|A_{j}\right|=\sum_{j_{1}, j_{2}=1}^{d}\left|A_{j_{1}, j_{2}}\right|,\|A\|_{*}:=\sum_{j=1}^{d}\left|A_{j, j}\right|$, and $C>0$ is defined in (3.8).

Recall that $C$ quantifies the extent to which the global strict diagonal dominance condition holds.

Proof. According to (3.105), the matrix in (3.90) is

$$
\begin{equation*}
L=\sum_{\|\boldsymbol{j}\|_{1}=2} A_{j} \overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})} \tag{3.149}
\end{equation*}
$$

We upper bound the spectral norm of the matrix $L$ by

$$
\begin{equation*}
\|L\| \leq \sum_{\|\boldsymbol{j}\|_{1}=2}\left|A_{\boldsymbol{j}}\right|\left\|\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}\right\| . \tag{3.150}
\end{equation*}
$$

For the matrix $\overline{\boldsymbol{D}}_{\boldsymbol{n}}^{(j)}$ defined by (3.106), Lemma 3.7 (in the periodic case) and Lemma 3.8 (in the non-periodic case) give the inequality

$$
\begin{equation*}
\left\|\overline{\boldsymbol{D}}_{n}^{(\boldsymbol{j})}\right\| \leq n^{4} \tag{3.151}
\end{equation*}
$$

so we have

$$
\begin{equation*}
\|L\| \leq \sum_{\|\boldsymbol{j}\|_{1}=2}\left|A_{\boldsymbol{j}}\right| n^{4}=\|A\|_{\Sigma} n^{4} \tag{3.152}
\end{equation*}
$$

Next we lower bound $\|L \xi\|$ for any $\|\xi\|=1$.
It is non-trivial to directly compute the singular values of a sum of non-normal matrices. Instead, we write $L$ as a sum of terms $L_{1}$ and $L_{2}$, where $L_{1}$ is a tensor sum similar to (3.111) that can be bounded by Lemma 3.9, and $L_{2}$ is a sum of tensor products that are easily bounded. Specifically, we have

$$
\begin{align*}
& L_{1}=A_{1,1} \bar{D}_{n}^{(2)} \otimes I^{\otimes d-1}+\cdots+A_{d, d} I^{\otimes d-1} \otimes \bar{D}_{n}^{(2)}  \tag{3.153}\\
& L_{2}=L-L_{1} .
\end{align*}
$$

The ellipticity condition (3.7), $\forall \boldsymbol{\xi} \sum_{\|\boldsymbol{j}\|_{1}=h} A_{\boldsymbol{j}}(\boldsymbol{x}) \boldsymbol{\xi}^{\boldsymbol{j}} \neq 0$, can only hold if the $A_{j, j}$ for $j \in[d]$ are either all positive or all negative; we consider $A_{j, j}>0$ without loss of
generality, so

$$
\begin{equation*}
\|A\|_{*}=\sum_{j=1}^{d}\left|A_{j, j}\right|=\sum_{j=1}^{d} A_{j, j} \tag{3.154}
\end{equation*}
$$

Also, the global strict diagonal dominance condition (3.8) simplifies to

$$
\begin{equation*}
C=1-\sum_{j_{1}=1}^{d} \frac{1}{A_{j_{1}, j_{1}}} \sum_{j_{2} \in[d] \backslash\left\{j_{1}\right\}}\left|A_{j_{1}, j_{2}}\right|>0, \tag{3.155}
\end{equation*}
$$

where $0<C \leq 1$.
We now upper bound $\left\|L_{2} L_{1}^{-1}\right\|$ by bounding $\left\|\boldsymbol{D}_{\boldsymbol{n}}^{(j)} L_{1}^{-1}\right\|$ for each $\boldsymbol{j}=\left(j_{1}, \ldots, j_{d}\right)$ that has exactly two entries equal to 1 and all other entries 0 . Specifically, consider $j_{r_{1}}=$ $j_{r_{2}}=1$ for $r_{1}, r_{2} \in[d], r_{1} \neq r_{2}$, and $j_{r}=0$ for $r \in[d] \backslash\left\{r_{1}, r_{2}\right\}$. We denote

$$
\begin{equation*}
L^{(j)}:=I^{\otimes r_{1}-1} \otimes D_{n}^{2} \otimes I^{\otimes d-r_{1}}+I^{\otimes r_{2}-1} \otimes D_{n}^{2} \otimes I^{\otimes d-r_{2}} \tag{3.156}
\end{equation*}
$$

We first upper bound $\left\|\boldsymbol{D}_{n}^{(\boldsymbol{j})}\right\|$ by $\frac{1}{2}\left\|L^{(\boldsymbol{j})}\right\|$. Notice the matrices $\boldsymbol{D}_{n}^{(\boldsymbol{j})}$ and $L^{(\boldsymbol{j})}$ share the same singular vectors. For $k \in[n+1]_{0}$, we let $v_{k}$ and $\lambda_{k}$ denote the right singular vectors and corresponding singular values of $D_{n}$, respectively. Then the right singular vectors of $\boldsymbol{D}_{\boldsymbol{n}}^{(\boldsymbol{j})}$ and $L^{(\boldsymbol{j})}$ are $\boldsymbol{v}_{\boldsymbol{k}}:=\bigotimes_{j=1}^{d} v_{k_{j}}$, where $\boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)$ with $k_{j} \in[n+1]_{0}$ for $j \in[d]$. For any vector $v=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \alpha_{k} \boldsymbol{v}_{\boldsymbol{k}}$, we have

$$
\begin{align*}
& \left\|\boldsymbol{D}_{n}^{(j)} v\right\|^{2}=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n}\left|\alpha_{\boldsymbol{k}}\right|^{2}\left\|\boldsymbol{D}_{n}^{(\boldsymbol{j})} \boldsymbol{v}_{\boldsymbol{k}}\right\|^{2}=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n}\left|\alpha_{\boldsymbol{k}}\right|^{2}\left(\lambda_{k_{j_{r_{1}}}} \lambda_{k_{j_{r_{2}}}}\right)^{2},  \tag{3.157}\\
& \left\|L^{(\boldsymbol{j})} v\right\|^{2}=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n}\left|\alpha_{\boldsymbol{k}}\right|^{2}\left\|L^{(\boldsymbol{j})} \boldsymbol{v}_{\boldsymbol{k}}\right\|^{2}=\sum_{\|\boldsymbol{k}\|_{\infty} \leq n}\left|\alpha_{\boldsymbol{k}}\right|^{2}\left(\lambda_{k_{j_{r_{1}}}}^{2}+\lambda_{k_{j_{r_{2}}}}^{2}\right)^{2}, \tag{3.158}
\end{align*}
$$

which implies $\left\|\boldsymbol{D}_{n}^{(j)} v\right\| \leq \frac{1}{2}\left\|L^{(j)} v\right\|$ by the inequality of arithmetic and geometric means
(also known as the AM-GM inequality). Since this holds for any vector $v$, we have

$$
\begin{equation*}
\left\|\boldsymbol{D}_{n}^{(j)} L_{1}^{-1}\right\| \leq \frac{1}{2}\left\|L^{(j)} L_{1}^{-1}\right\| \tag{3.159}
\end{equation*}
$$

Next we upper bound $\left\|D_{n}^{2}\right\|$ by $\left\|\bar{D}_{n}^{(2)}\right\|$. For any vector $u=\left[u_{0}, \ldots, u_{n}\right]^{T}$, define two vectors $w=\left[w_{0}, \ldots, w_{n}\right]^{T}$ and $\bar{w}=\left[\bar{w}_{0}, \ldots, \bar{w}_{n}\right]^{T}$ such that

$$
\begin{equation*}
D_{n}^{2}\left[u_{0}, \ldots, u_{n}\right]^{T}=\left[w_{0}, \ldots, w_{n}\right]^{T} \tag{3.160}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{D}_{n}^{2}\left[u_{0}, \ldots, u_{n}\right]^{T}=\left[\bar{w}_{0}, \ldots, \bar{w}_{n}\right]^{T} \tag{3.161}
\end{equation*}
$$

Notice that $w_{\lfloor n / 2\rfloor}=0$ and $w_{k}=\bar{w}_{k}$ for $k \in[n+1]_{0} \backslash\{\lfloor n / 2\rfloor\}$ for periodic conditions, and $w_{n-1}=w_{n}=0$ and $w_{k}=\bar{w}_{k}$ for $k \in[n+1]_{0} \backslash\{n-1, n\}$ for non-periodic conditions. Thus, for any vector $v$,

$$
\begin{equation*}
\left\|D_{n}^{2} v\right\|^{2}=\|w\|^{2}=\sum_{k=0}^{n} w_{k}^{2} \leq \sum_{k=0}^{n} \bar{w}_{k}^{2}=\|\bar{w}\|^{2}=\left\|\bar{D}_{n}^{(2)} v\right\|^{2} \tag{3.162}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|L^{(j)} L_{1}^{-1}\right\| \leq \sum_{s=1}^{2}\left\|I^{\otimes r_{s}-1} \otimes D_{n}^{2} \otimes I^{\otimes d-r_{s}} L_{1}^{-1}\right\| \leq \sum_{s=1}^{2}\left\|I^{\otimes r_{s}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{s}} L_{1}^{-1}\right\| \tag{3.163}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\left\|\boldsymbol{D}_{n}^{(j)} L_{1}^{-1}\right\| \leq \frac{1}{2} \sum_{s=1}^{2}\left\|I^{\otimes r_{s}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{s}} L_{1}^{-1}\right\| \tag{3.164}
\end{equation*}
$$

We can rewrite $I^{\otimes r_{s}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{s}} L_{1}^{-1}$ in the form

$$
\begin{equation*}
I^{\otimes r_{s}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{s}}\left(\sum_{h=1}^{d} A_{h, h} I^{\otimes r_{h}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{h}}\right)^{-1} \tag{3.165}
\end{equation*}
$$

The matrices $I^{\otimes r_{h}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{h}}$ share the same singular values and singular vectors, so

$$
\begin{equation*}
\left\|I^{\otimes r_{s}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{s}} L_{1}^{-1}\right\|=\max _{\bar{\lambda}_{k_{r}}} \frac{\bar{\lambda}_{k_{r_{s}}}}{\sum_{h=1}^{d} A_{h, h} \bar{\lambda}_{k_{h}}}<\frac{1}{A_{r_{s}, r_{s}}} \tag{3.166}
\end{equation*}
$$

where $\bar{\lambda}_{k_{h}}$ are singular values of $I^{\otimes r_{h}-1} \otimes \bar{D}_{n}^{(2)} \otimes I^{\otimes d-r_{h}}$ for $k_{h} \in[n]_{0}, h \in[d]$. This implies

$$
\begin{equation*}
\left\|\boldsymbol{D}_{n}^{(j)} L_{1}^{-1}\right\| \leq \frac{1}{2}\left(\frac{1}{A_{r_{1}, r_{1}}}+\frac{1}{A_{r_{2}, r_{2}}}\right) \tag{3.167}
\end{equation*}
$$

Using (3.155), considering each instance of $\boldsymbol{D}_{\boldsymbol{n}}^{(j)}$ in $L_{2}$, we have

$$
\begin{equation*}
\left\|L_{2} L_{1}^{-1}\right\| \leq \sum_{j_{1} \neq j_{2}}\left|A_{j_{1}, j_{2}}\right|\left\|\boldsymbol{D}_{n}^{(j)} L_{1}^{-1}\right\| \leq \sum_{j_{1}=1}^{d} \frac{1}{A_{j_{1}, j_{1}}} \sum_{j_{2} \in[d] \backslash\left\{j_{1}\right\}}\left|A_{j_{1}, j_{2}}\right| \leq 1-C \tag{3.168}
\end{equation*}
$$

Since $L$ and $L_{1}$ are invertible, $\left\|L_{1}^{-1} L_{2}\right\| \leq 1-C<1$, and by Lemma 3.9 applied to $\left\|L_{1}^{-1}\right\|$, we have
$\left\|L^{-1}\right\|=\left\|\left(L_{1}+L_{2}\right)^{-1}\right\| \leq\left\|\left(I+L_{2} L_{1}^{-1}\right)^{-1}\right\|\left\|L_{1}^{-1}\right\| \leq \frac{\left\|L_{1}^{-1}\right\|}{1-\left\|L_{2} L_{1}^{-1}\right\|} \leq \frac{1 / \frac{1}{16}\|A\|_{*}}{C}=\frac{16}{C\|A\|_{*}}$.

Thus we have

$$
\begin{equation*}
\kappa_{L}=\|L\|\left\|L^{-1}\right\| \leq \frac{\|A\|_{\Sigma}}{C\|A\|_{*}}(2 n)^{4} \tag{3.170}
\end{equation*}
$$

as claimed.

### 3.4.4 State preparation

We now describe a state preparation procedure for the vector $\mathbf{f}+\mathbf{g}$ in the linear system (3.90).

Lemma 3.11. Let $O_{f}$ be a unitary oracle that maps $|0\rangle|0\rangle$ to a state proportional to $|0\rangle|f\rangle$, and $|\phi\rangle|0\rangle$ to $|\phi\rangle|0\rangle$ for any $|\phi\rangle$ orthogonal to $|0\rangle$; let $O_{x}$ be a unitary oracle that maps $|0\rangle|0\rangle$ to $|0\rangle|0\rangle,|j\rangle|0\rangle$ to a state proportional to $|j\rangle\left|\gamma^{j+}\right\rangle$ for $j \in[d]$, and $|j+d\rangle|0\rangle$ to a state proportional to $|j+d\rangle\left|\gamma^{j-}\right\rangle$ for $j \in[d]$. Suppose $\left.\||f\rangle\|\|,\left|\gamma^{j+}\right\rangle\|,\| \| \gamma^{j-}\right\rangle \|$ and $A_{j, j}$ for $j \in[d]$ are known. Define the parameter

$$
\begin{equation*}
q:=\sqrt{\frac{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left[\hat{f}_{\boldsymbol{k}}^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}\right)^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}\right)^{2}\right]}{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left|\hat{f}_{k}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}\right|^{2}}} . \tag{3.171}
\end{equation*}
$$

Then the normalized quantum state

$$
\begin{equation*}
|B\rangle \propto \sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left(\hat{f}_{\boldsymbol{k}}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}+A_{j, j} \hat{\gamma}_{k}^{j-}\right)\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle \tag{3.172}
\end{equation*}
$$

with coefficients defined as in (3.88) and (3.89), can be prepared with gate and query complexity $O\left(q d^{2} \log n \log \log n\right)$.

Proof. Starting from the initial state $|0\rangle|0\rangle$, we first perform a unitary transformation $U$
satisfying

$$
\begin{align*}
U|0\rangle= & \frac{\||f\rangle \|}{\sqrt{\||f\rangle\left\|^{2}+\sum_{j=1}^{d}\left(A_{j, j}^{2} \|\left|\gamma^{j+}\right\rangle\left\|^{2}+A_{j, j}^{2}\right\|\left|\gamma^{j-}\right\rangle \|^{2}\right)\right.}}|0\rangle \\
& +\sum_{j=1}^{d} \frac{A_{j, j} \|\left|\gamma^{j+}\right\rangle \|}{\sqrt{\||f\rangle\left\|^{2}+\sum_{j=1}^{d}\left(A_{j, j}^{2} \|\left|\gamma^{j+}\right\rangle\left\|^{2}+A_{j, j}^{2}\right\|\left|\gamma^{j-}\right\rangle \|^{2}\right)\right.}}|j\rangle  \tag{3.173}\\
& +\sum_{j=1}^{d} \frac{A_{j, j} \|\left|\gamma^{j-}\right\rangle \|}{\sqrt{\||f\rangle\left\|^{2}+\sum_{j=1}^{d}\left(A_{j, j}^{2} \|\left|\gamma^{j+}\right\rangle\left\|^{2}+A_{j, j}^{2}\right\|\left|\gamma^{j-}\right\rangle \|^{2}\right)\right.}}|j+d\rangle
\end{align*}
$$

on the first register to obtain

This can be done in time $O(2 d+1)$ by standard techniques [92]. Then we apply $O_{x}$ and $O_{f}$ to obtain

$$
\begin{align*}
& |0\rangle|f\rangle+A_{1,1}|1\rangle\left|\gamma^{1+}\right\rangle+\cdots+A_{d, d}|2 d\rangle\left|\gamma^{d-}\right\rangle, \\
& \quad \propto \sum_{\|\boldsymbol{k}\|_{\infty},\|l\|_{\infty} \leq n} \phi_{\boldsymbol{k}}\left(\chi_{l}\right)\left(\hat{f}_{\boldsymbol{k}}|0\rangle+A_{1,1} \hat{\gamma}_{\boldsymbol{k}}^{1+}|1\rangle+\cdots+A_{d, d} \hat{\gamma}_{k}^{d-}|2 d\rangle\right)\left|l_{1}\right\rangle \ldots\left|l_{d}\right\rangle, \tag{3.175}
\end{align*}
$$

according to (3.86) and (3.87). We then perform the $d$-dimensional inverse QSFT (for periodic boundary conditions) or inverse QCT (for non-periodic boundary conditions) on the last $d$ registers, obtaining

$$
\begin{equation*}
\sum_{\|\boldsymbol{k}\|_{\infty} \leq n}\left(\hat{f}_{\boldsymbol{k}}|0\rangle+A_{1,1} \hat{\gamma}_{k}^{1+}|1\rangle+\cdots+A_{d, d} \hat{\gamma}_{k}^{d-}|2 d\rangle\right)\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle . \tag{3.176}
\end{equation*}
$$

Finally, observe that if we measure the first register in a basis containing the uniform
superposition $|0\rangle+|1\rangle+\cdots+|2 d\rangle$ (say, the Fourier basis) and obtain the outcome corresponding to the uniform superposition, we produce the state

$$
\begin{equation*}
\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left(\hat{f}_{k}+A_{j, j} \hat{\gamma}_{k}^{j+}+A_{j, j} \hat{j}_{k}^{j-}\right)\left|k_{1}\right\rangle \ldots\left|k_{d}\right\rangle \tag{3.177}
\end{equation*}
$$

Since this outcome occurs with probability $1 / q^{2}$, we can prepare this state with probability close to 1 using $O(q)$ steps of amplitude amplification. According to Lemma 3.5 and Lemma 3.6, the $d$-dimensional (inverse) QSFT or QCT can be performed with gate complexity $O(d \log n \log \log n)$. Thus the total gate and query complexity is $O\left(q d^{2} \log n \log \log n\right)$.

Alternatively, if it is possible to directly prepare the quantum state $|B\rangle$, then we may be able to avoid the factor of $q$ in the complexity of the overall algorithm.

### 3.4.5 Main result

Having analyzed the condition number and state preparation procedure for our approach, we are now ready to establish the main result. Theorem 3.2 as follows.

Theorem 3.2. Consider an instance of the quantum PDE problem as defined in Problem 3.1 with Dirichlet boundary conditions (3.81). Then there exists a quantum algorithm that produces a state in the form of (3.82) whose amplitudes are proportional to $u(\boldsymbol{x})$ on a set of interpolation nodes $\boldsymbol{x}$ (with respect to the uniform grid nodes for periodic boundary conditions or the Chebyshev-Gauss-Lobatto quadrature nodes for non-periodic boundary conditions, as defined in in (3.60)), where $u(\boldsymbol{x}) /\|u(\boldsymbol{x})\|$ is $\epsilon$-close to $\hat{u}(\boldsymbol{x}) /\|\hat{u}(\boldsymbol{x})\|$ in $l_{2}$
norm for all nodes $\boldsymbol{x}$, succeeding with probability $\Omega(1)$, with a flag indicating success, using

$$
\begin{equation*}
\left(\frac{d\|A\|_{\Sigma}}{C\|A\|_{*}}+q d^{2}\right) \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right) \tag{3.54}
\end{equation*}
$$

queries to oracles as defined in Section 3.4.4. Here $\|A\|_{\Sigma}:=\sum_{\|\boldsymbol{j}\|_{1} \leq h}\left\|A_{j}\right\|,\|A\|_{*}:=$ $\sum_{j=1}^{d}\left|A_{j, j}\right|, C>0$ is defined in (3.8), and

$$
\begin{align*}
& g=\min _{\boldsymbol{x}}\|\hat{u}(\boldsymbol{x})\|, \quad g^{\prime}:=\max _{\boldsymbol{x}} \max _{n \in \mathbb{N}}\left\|\hat{u}^{(n+1)}(\boldsymbol{x})\right\|,  \tag{3.55}\\
& q=\sqrt{\frac{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d} \hat{f}_{\boldsymbol{k}}^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}\right)^{2}+\left(A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}\right)^{2}}{\sum_{\|\boldsymbol{k}\|_{\infty} \leq n} \sum_{j=1}^{d}\left(\hat{f}_{\boldsymbol{k}}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j+}+A_{j, j} \hat{\gamma}_{\boldsymbol{k}}^{j-}\right)^{2}}} \tag{3.56}
\end{align*}
$$

The gate complexity is larger than the query complexity by a factor of $\operatorname{poly}\left(\log \left(d\|A\|_{\Sigma} / \epsilon\right)\right)$.

Proof. We analyze the complexity of the algorithm presented in Section 3.4.2.
First we choose

$$
\begin{equation*}
n:=\left\lfloor\frac{\log (\Omega)}{\log (\log (\Omega))}\right\rfloor, \tag{3.178}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=\frac{g^{\prime}(1+\epsilon)}{g \epsilon} . \tag{3.179}
\end{equation*}
$$

By Eq. (1.8.28) of Reference [107], this choice guarantees

$$
\begin{equation*}
\|\hat{u}(\boldsymbol{x})-u(\boldsymbol{x})\| \leq \max _{\boldsymbol{x}}\left\|\hat{u}^{(n+1)}(\boldsymbol{x})\right\| \frac{e^{n}}{(2 n)^{n}} \leq \frac{g^{\prime}}{\Omega}=\frac{g \epsilon}{1+\epsilon}=: \delta . \tag{3.180}
\end{equation*}
$$

Now $\|\hat{u}(\boldsymbol{x})-u(\boldsymbol{x})\| \leq \delta$ implies

$$
\begin{equation*}
\left\|\frac{\hat{u}(\boldsymbol{x})}{\|\hat{u}(\boldsymbol{x})\|}-\frac{u(\boldsymbol{x})}{\|u(\boldsymbol{x})\|}\right\| \leq \frac{\delta}{\min \{\|\hat{u}(\boldsymbol{x})\|,\|u(\boldsymbol{x})\|\}} \leq \frac{\delta}{g-\delta}=\epsilon, \tag{3.181}
\end{equation*}
$$

so we can choose $n$ to ensure that the normalized output state is $\epsilon$-close to $\hat{u}(\boldsymbol{x}) /\|\hat{u}(\boldsymbol{x})\|$.
As described in Section 3.4.2, the algorithm uses the high-precision QLSA from Reference [46] and the multi-dimensional QSFT/QCT (and its inverse). According to Lemma 3.5 and Lemma 3.6, the $d$-dimensional (inverse) QSFT or QCT can be performed with gate complexity $O(d \log n \log \log n)$. According to Lemma 3.11, the query and gate complexity for state preparation is $O\left(q d^{2} \log n \log \log n\right)$.

For the linear system $L \mathbf{x}=\mathbf{f}+\mathbf{g}$ in (3.90), the matrix $L$ is an $(n+1)^{d} \times(n+1)^{d}$ matrix with $(n+1)$ or $(n+1) d$ nonzero entries in any row or column for periodic or non-periodic conditions, respectively. According to Lemma 3.10, the condition number of $L$ is upper bounded by $\frac{\|A\|_{\Sigma}}{C\|A\|_{*}}(2 n)^{4}$. Consequently, by Theorem 5 of Reference [46], the QLSA produces a state proportional to $\mathbf{x}$ with $O\left(\frac{d\|A\|_{\Sigma}}{C\|A\|_{*}}(2 n)^{5}\right)$ queries to the oracles, and its gate complexity is larger by a factor of $\operatorname{poly}\left(\log \left(d\|A\|_{\Sigma} n\right)\right)$. Using the value of $n$ specified in (3.178), the overall query complexity of our algorithm is

$$
\begin{equation*}
\left(\frac{d\|A\|_{\Sigma}}{C\|A\|_{*}}+q d^{2}\right) \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right) \tag{3.182}
\end{equation*}
$$

and the gate complexity is

$$
\begin{equation*}
\left(\frac{d\|A\|_{\Sigma}}{C\|A\|_{*}} \operatorname{poly}\left(\log \left(d\|A\|_{\Sigma} / \epsilon\right)\right)+q d^{2}\right) \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right) \tag{3.183}
\end{equation*}
$$

which is larger by a factor of poly $\left(\log \left(d\|A\|_{\Sigma} / \epsilon\right)\right)$, as claimed.

Note that we can establish a more efficient algorithm in the special case of the Poisson equation with homogeneous boundary conditions. In this case, $\|A\|_{\Sigma}=\|A\|_{*}=$ $d$ and $C=1$. Under homogeneous boundary conditions, the complexity of state preparation can be reduced to $d \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right)$, since we can remove $2 d$ applications of the QSFT or QCT for preparing a state depending on the boundary conditions, and since $\gamma=0$ there is no need to postselect on the uniform superposition to incorporate the boundary conditions. In summary, the query complexity of the Poisson equation with homogeneous boundary conditions is

$$
\begin{equation*}
d \operatorname{poly}\left(\log \left(g^{\prime} / g \epsilon\right)\right) ; \tag{3.184}
\end{equation*}
$$

again the gate complexity is larger by a factor of $\operatorname{poly}\left(\log \left(d\|A\|_{\Sigma} / \epsilon\right)\right)$.

### 3.5 Discussion and open problems

We have presented high-precision quantum algorithms for $d$-dimensional PDEs using the FDM and spectral methods. These algorithms use high-precision QLSAs to solve Poisson's equation and other second-order elliptic equations. Whereas previous algorithms scaled as poly $(d, 1 / \epsilon)$, our algorithms scale as poly $(d, \log (1 / \epsilon))$.

This work raises several natural open problems. First, for the quantum adaptive FDM, we only deal with Poisson's equation with homogeneous boundary conditions. Can we apply the adaptive FDM to other linear equations or to inhomogeneous boundary conditions? The quantum spectral algorithm applies to second-order elliptic PDEs with Dirichlet boundary conditions. Can we generalize it to other linear PDEs with Neumann
or mixed boundary conditions? Also, can we develop algorithms for space- and timedependent PDEs? These cases are more challenging since the quantum Fourier transform cannot be directly applied to ensure sparsity. Finally, can we improve the dependence on $d ?$

Second, the complexity scales logarithmically with high-order derivatives (of the inhomogeneity or solution) for both the adaptive FDM and the spectral method. In particular, Theorem 3.1 shows that the complexity of the quantum adaptive FDM scales logarithmically with $\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|$, and Theorem 3.2 shows that the complexity of the quantum spectral method is poly $\left(\log g^{\prime}\right)$, where $g^{\prime}$ upper bounds $\left\|\hat{u}^{(n+1)}(\boldsymbol{x})\right\|$ (see (3.55)). Such a logarithmic dependence on high-order derivatives of the solution is typical for classical algorithms, including the classical adaptive FDM (see for example Theorem 7 of Reference [6]) and spectral methods (see for example Eq. (1.8.28) of Reference [107]), both of which have the same logarithmic dependence on $\left|\frac{\mathrm{d}^{2 k+1} u}{\mathrm{~d} x^{2 k+1}}\right|$ and $g^{\prime}$. This logarithmic dependence means that the algorithm is efficient even when faced with a highly oscillatory solution with an exponentially large derivative.

However, the query complexity of time-dependent Hamiltonian simulation only depends on the first-order derivatives of the Hamiltonian [34, 35]. Can we develop quantum algorithms for PDEs with query complexity independent of high-order derivatives, and henceforth develop an unexpected advantage of quantum algorithms for PDEs?

Third, can we use quantum algorithms for PDEs as a subroutine of other quantum algorithms? For example, some PDE algorithms have state preparation steps that require inverting finite difference matrices (such as Reference [70] using certain oracles for the initial conditions); are there other scenarios in which state preparation can be done using
the solution of another system of PDEs? Can quantum algorithms for PDEs be applied to other algorithmic tasks, such as optimization?

Finally, how should these algorithms be applied? While PDEs have broad applications, much more work remains to understand the extent to which quantum algorithms can be of practical value. Answering this question will require careful consideration of various technical aspects of the algorithms. In particular: What measurements give useful information about the solutions, and how can those measurements be efficiently implemented? How should the oracles encoding the equations and boundary conditions be implemented in practice? And with these aspects taken into account, what are the resource requirements for quantum computers to solve classically intractable problems related to PDEs?

# Chapter 4: Efficient quantum algorithms for dissipative nonlinear differential equations 

### 4.1 Introduction

In this chapter, we study efficient quantum algorithm for dissipative nonlinear differential equations ${ }^{1}$. As earlier introduced in Problem 1.5, we focus here on differential equations with nonlinearities that can be expressed with quadratic polynomials, as described in (4.1). Note that polynomials of degree higher than two, and even more general nonlinearities, can be reduced to the quadratic case by introducing additional variables [72, 73]. The quadratic case also directly includes many archetypal models, such as the logistic equation in biology, the Lorenz system in atmospheric dynamics, and the Navier-Stokes equations in fluid dynamics.

As discussed in Chapter 1, quantum algorithms offer the prospect of rapidly characterizing the solutions of high-dimensional systems of linear ODEs [52, 53, 54] and PDEs [55, $56,57,58,59,60,61]$. Such algorithms can produce a quantum state proportional to the solution of a sparse (or block-encoded) $n$-dimensional system of linear differential equations in time poly $(\log n)$ using the quantum linear system algorithm [84].

Early work on quantum algorithms for differential equations already considered the

[^5]nonlinear case [74]. It gave a quantum algorithm for ODEs that simulates polynomial nonlinearities by storing multiple copies of the solution. The complexity of this approach is polynomial in the logarithm of the dimension but exponential in the evolution time, scaling as $O\left(1 / \epsilon^{T}\right)$ due to exponentially increasing resources used to maintain sufficiently many copies of the solution to represent the nonlinearity throughout the evolution.

Recently, heuristic quantum algorithms for nonlinear ODEs have been studied. Reference [75] explores a linearization technique known as the Koopman-von Neumann method that might be amenable to the quantum linear system algorithm. In [76], the authors provide a high-level description of how linearization can help solve nonlinear equations on a quantum computer. However, neither paper makes precise statements about concrete implementations or running times of quantum algorithms. The recent preprint [77] also describes a quantum algorithm to solve a nonlinear ODE by linearizing it using a different approach from the one taken here. However, a proof of correctness of their algorithm involving a bound on the condition number and probability of success is not given. The authors also do not describe how barriers such as those of [78] could be avoided in their approach.

While quantum mechanics is described by linear dynamics, possible nonlinear modifications of the theory have been widely studied. Generically, such modifications enable quickly solving hard computational problems (e.g., solving unstructured search among $n$ items in time $\operatorname{poly}(\log n)$ ), making nonlinear dynamics exponentially difficult to simulate in general [78, 79, 80]. Therefore, constructing efficient quantum algorithms for general classes of nonlinear dynamics has been considered largely out of reach.

We design and analyze a quantum algorithm that overcomes this limitation using

Carleman linearization [73, 82, 83]. This approach embeds polynomial nonlinearities into an infinite-dimensional system of linear ODEs, and then truncates it to obtain a finitedimensional linear approximation. The Carleman method has previously been used in the analysis of dynamical systems [111, 112, 113] and the design of control systems $[114,115,116]$, but to the best of our knowledge it has not been employed in the context of quantum algorithms. We discretize the finite ODE system in time using the forward Euler method and solve the resulting linear equations with the quantum linear system algorithm [46, 84]. We control the approximation error of this approach by combining a novel convergence theorem with a bound for the global error of the Euler method. Furthermore, we provide an upper bound for the condition number of the linear system and lower bound the success probability of the final measurement. Subject to the condition $\mathrm{R}<1$, where the quantity R (defined in Problem 4.1 below) characterizes the relative strength of the nonlinear and dissipative linear terms, we show that the total complexity of this quantum Carleman linearization algorithm is $s T^{2} q \operatorname{poly}(\log T, \log n, \log 1 / \epsilon) / \epsilon$, where $s$ is the sparsity, $T$ is the evolution time, $q$ quantifies the decay of the final solution relative to the initial condition, $n$ is the dimension, and $\epsilon$ is the allowed error (see Theorem 4.1). In the regime $\mathrm{R}<1$, this is an exponential improvement over [74], which has complexity exponential in $T$.

Note that the solution cannot decay exponentially in $T$ for the algorithm to be efficient, as captured by the dependence of the complexity on $q$-a known limitation of quantum ODE algorithms [53]. For homogeneous ODEs with $R<1$, the solution necessarily decays exponentially in time (see equation (4.30)), so the algorithm is not asymptotically efficient. However, even for solutions with exponential decay, we still
find an improvement over the best previous result $O\left(1 / \epsilon^{T}\right)$ [74] for sufficiently small $\epsilon$. Thus our algorithm might provide an advantage over classical computation for studying evolution for short times. More significantly, our algorithm can handle inhomogeneous quadratic ODEs, for which it can remain efficient in the long-time limit since the solution can remain asymptotically nonzero (for an explicit example, see the discussion just before the proof of Lemma 4.2), or can decay slowly (i.e., $q$ can be poly $(T)$ ). Inhomogeneous equations arise in many applications, including for example the discretization of PDEs with nontrivial boundary conditions.

We also provide a quantum lower bound for the worst-case complexity of simulating strongly nonlinear dynamics, showing that the algorithm's condition $R<1$ cannot be significantly improved in general (Theorem 4.2). Following the approach of [78, 79], we construct a protocol for distinguishing two states of a qubit driven by a certain quadratic ODE. Provided $R \geq \sqrt{2}$, this procedure distinguishes states with overlap $1-\epsilon$ in time poly $(\log (1 / \epsilon))$. Since nonorthogonal quantum states are hard to distinguish, this implies a lower bound on the complexity of the quantum ODE problem.

Our quantum algorithm could potentially be applied to study models governed by quadratic ODEs arising in biology and epidemiology as well as in fluid and plasma dynamics. In particular, the celebrated Navier-Stokes equation with linear damping, which describes many physical phenomena, can be treated by our approach provided the Reynolds number is sufficiently small. We also note that while the formal validity of our arguments assumes $R<1$, we find in one numerical experiment that our proposed approach remains valid for larger $R$ (see Section 4.6).

We emphasize that, as in related quantum algorithms for linear algebra and differential
equations, instantiating our approach requires an implicit description of the problem that allows for efficient preparation of the initial state and implementation of the dynamics. Furthermore, since the output is encoded in a quantum state, readout is restricted to features that can be revealed by efficient quantum measurements. More work remains to understand how these methods might be applied, as we discuss further in Section 4.7.

The remainder of this chapter is structured as follows. Section 4.2 introduces the quantum quadratic ODE problem. Section 4.3 presents the Carleman linearization procedure and describes its performance. Section 4.4 gives a detailed analysis of the quantum Carleman linearization algorithm. Section 4.5 establishes a quantum lower bound for simulating quadratic ODEs. Section 4.6 describes how our approach could be applied to several well-known ODEs and PDEs and presents numerical results for the case of the viscous Burgers equation. Finally, we conclude with a discussion of the results and some possible future directions in Section 4.7.

### 4.2 Quadratic ODEs

We focus on an initial value problem described by the $n$-dimensional quadratic ODE

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=F_{2} u^{\otimes 2}+F_{1} u+F_{0}(t), \quad u(0)=u_{\mathrm{in}} \tag{4.1}
\end{equation*}
$$

Here $u=\left[u_{1}, \ldots, u_{n}\right]^{T} \in \mathbb{R}^{n}, u^{\otimes 2}=\left[u_{1}^{2}, u_{1} u_{2}, \ldots, u_{1} u_{n}, u_{2} u_{1}, \ldots, u_{n} u_{n-1}, u_{n}^{2}\right]^{T} \in \mathbb{R}^{n^{2}}$, each $u_{j}=u_{j}(t)$ is a function of $t$ on the interval $[0, T]$ for $j \in[n]:=\{1, \ldots, n\}, F_{2} \in$ $\mathbb{R}^{n \times n^{2}}, F_{1} \in \mathbb{R}^{n \times n}$ are time-independent matrices, and the inhomogeneity $F_{0}(t) \in \mathbb{R}^{n}$ is a $C^{1}$ continuous function of $t$. We let $\|\cdot\|$ denote the spectral norm.

The main computational problem we consider is as follows.

Problem 4.1. In the quantum quadratic ODE problem, we consider an n-dimensional quadratic $O D E$ as in (4.1). We assume $F_{2}, F_{1}$, and $F_{0}$ are s-sparse (i.e., have at most $s$ nonzero entries in each row and column), $F_{1}$ is diagonalizable, and that the eigenvalues $\lambda_{j}$ of $F_{1}$ satisfy $\operatorname{Re}\left(\lambda_{n}\right) \leq \cdots \leq \operatorname{Re}\left(\lambda_{1}\right)<0$. We parametrize the problem in terms of the quantity

$$
\begin{equation*}
\mathrm{R}:=\frac{1}{\left|\operatorname{Re}\left(\lambda_{1}\right)\right|}\left(\left\|u_{\mathrm{in}}\right\|\left\|F_{2}\right\|+\frac{\left\|F_{0}\right\|}{\left\|u_{\mathrm{in}}\right\|}\right) . \tag{4.2}
\end{equation*}
$$

For some given $T>0$, we assume the values $\operatorname{Re}\left(\lambda_{1}\right),\left\|F_{2}\right\|,\left\|F_{1}\right\|,\left\|F_{0}(t)\right\|$ for each $t \in[0, T]$, and $\left\|F_{0}\right\|:=\max _{t \in[0, T]}\left\|F_{0}(t)\right\|,\left\|F_{0}^{\prime}\right\|:=\max _{t \in[0, T]}\left\|F_{0}^{\prime}(t)\right\|$ are known, and that we are given oracles $O_{F_{2}}, O_{F_{1}}$, and $O_{F_{0}}$ that provide the locations and values of the nonzero entries of $F_{2}, F_{1}$, and $F_{0}(t)$ for any specified $t$, respectively, for any desired row or column ${ }^{2}$. We are also given the value $\left\|u_{\mathrm{in}}\right\|$ and an oracle $O_{x}$ that maps $|00 \ldots 0\rangle \in \mathbb{C}^{n}$ to a quantum state proportional to $u_{\mathrm{in}}$. Our goal is to produce a quantum state $|u(T)\rangle$ that is $\epsilon$-close to the normalized $u(T)$ for some given $T>0$ in $\ell_{2}$ norm.

When $F_{0}(t)=0$ (i.e., the ODE is homogeneous), the quantity $\mathrm{R}=\frac{\left\|u_{\text {in }}\right\|\left\|F_{2}\right\|}{\left|\operatorname{Re}\left(\lambda_{1}\right)\right|}$ is qualitatively similar to the Reynolds number, which characterizes the ratio of the (nonlinear) convective forces to the (linear) viscous forces within a fluid [117, 118]. More generally, R quantifies the combined strength of the nonlinearity and the inhomogeneity relative to dissipation.

Note that without loss of generality, given a quadratic ODE satisfying (4.1) with

[^6]$\mathrm{R}<1$, we can modify it by rescaling $u \rightarrow \gamma u$ with a suitable constant $\gamma$ to satisfy
\[

$$
\begin{equation*}
\left\|F_{2}\right\|+\left\|F_{0}\right\|<\left|\operatorname{Re}\left(\lambda_{1}\right)\right| \tag{4.3}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\left\|u_{\text {in }}\right\|<1, \tag{4.4}
\end{equation*}
$$

with $R$ left unchanged by the rescaling. We use this rescaling in our algorithm and its analysis. With this rescaling, a small R implies both small $\left\|u_{\text {in }}\right\|\left\|F_{2}\right\|$ and small $\mid F_{0}\|/\| u_{\text {in }} \|$ relative to $\left|\operatorname{Re}\left(\lambda_{1}\right)\right|$.

### 4.3 Quantum Carleman linearization

It is challenging to directly simulate quadratic ODEs using quantum computers, and indeed the complexity of the best known quantum algorithm is exponential in the evolution time $T$ [74]. However, for a dissipative nonlinear ODE without a source, any quadratic nonlinear effect will only be significant for a finite time because of the dissipation. To exploit this, we can create a linear system that approximates the initial nonlinear evolution within some controllable error. After the nonlinear effects are no longer important, the linear system properly captures the almost-linear evolution from then on.

We develop such a quantum algorithm using the concept of Carleman linearization [73, 82, 83]. Carleman linearization is a method for converting a finite-dimensional system of nonlinear differential equations into an infinite-dimensional linear one. This is
achieved by introducing powers of the variables into the system, allowing it to be written as an infinite sequence of coupled linear differential equations. We then truncate the system to $N$ equations, where the truncation level $N$ depends on the allowed approximation error, giving a finite linear ODE system.

Let us describe the Carleman linearization procedure in more detail. Given a system of quadratic ODEs (4.1), we apply the Carleman procedure to obtain the system of linear ODEs

$$
\begin{equation*}
\frac{\mathrm{d} \hat{y}}{\mathrm{~d} t}=A(t) \hat{y}+b(t), \quad \hat{y}(0)=\hat{y}_{\mathrm{in}} \tag{4.5}
\end{equation*}
$$

with the tri-diagonal block structure

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
\hat{y}_{1}  \tag{4.6}\\
\hat{y}_{2} \\
\hat{y}_{3} \\
\vdots \\
\hat{y}_{N-1} \\
\hat{y}_{N}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1}^{1} & A_{2}^{1} & & & & \\
A_{1}^{2} & A_{2}^{2} & A_{3}^{2} & & & \\
& A_{2}^{3} & A_{3}^{3} & A_{4}^{3} & & \\
& & \ddots & \ddots & \ddots & \\
& & & A_{N-2}^{N-1} & A_{N-1}^{N-1} & A_{N}^{N-1} \\
& & & & A_{N-1}^{N} & A_{N}^{N}
\end{array}\right)\left(\begin{array}{c}
\hat{y}_{1} \\
\hat{y}_{2} \\
\hat{y}_{3} \\
\vdots \\
\hat{y}_{N-1} \\
\hat{y}_{N}
\end{array}\right)+\left(\begin{array}{c}
F_{0}(t) \\
0 \\
0 \\
\\
\\
\\
\\
\\
0 \\
0 \\
0
\end{array}\right)
$$

where $\hat{y}_{j}=u^{\otimes j} \in \mathbb{R}^{n^{j}}, \hat{y}_{\mathrm{in}}=\left[u_{\mathrm{in}} ; u_{\mathrm{in}}^{\otimes 2} ; \ldots ; u_{\mathrm{in}}^{\otimes N}\right]$, and $A_{j+1}^{j} \in \mathbb{R}^{n^{j} \times n^{j+1}}, A_{j}^{j} \in \mathbb{R}^{n^{j} \times n^{j}}$, $A_{j-1}^{j} \in \mathbb{R}^{n^{j} \times n^{j-1}}$ for $j \in[N]$ satisfying

$$
\begin{gather*}
A_{j+1}^{j}=F_{2} \otimes I^{\otimes j-1}+I \otimes F_{2} \otimes I^{\otimes j-2}+\cdots+I^{\otimes j-1} \otimes F_{2},  \tag{4.7}\\
\quad A_{j}^{j}=F_{1} \otimes I^{\otimes j-1}+I \otimes F_{1} \otimes I^{\otimes j-2}+\cdots+I^{\otimes j-1} \otimes F_{1},  \tag{4.8}\\
A_{j-1}^{j}=F_{0}(t) \otimes I^{\otimes j-1}+I \otimes F_{0}(t) \otimes I^{\otimes j-2}+\cdots+I^{\otimes j-1} \otimes F_{0}(t) . \tag{4.9}
\end{gather*}
$$

Note that $A$ is a $(3 N s)$-sparse matrix. The dimension of (4.5) is

$$
\begin{equation*}
\Delta:=n+n^{2}+\cdots+n^{N}=\frac{n^{N+1}-n}{n-1}=O\left(n^{N}\right) . \tag{4.10}
\end{equation*}
$$

To construct a system of linear equations, we next divide $[0, T]$ into $m=T / h$ time steps and apply the forward Euler method on (4.5), letting

$$
\begin{equation*}
y^{k+1}=[I+A(k h) h] y^{k}+b(k h) \tag{4.11}
\end{equation*}
$$

where $y^{k} \in \mathbb{R}^{\Delta}$ approximates $\hat{y}(k h)$ for each $k \in[m+1]_{0}:=\{0,1, \ldots, m\}$, with $y^{0}=$ $y_{\text {in }}:=\hat{y}(0)=\hat{y}_{\text {in }}$, and letting all $y^{k}$ be equal for $k \in[m+p+1]_{0} \backslash[m+1]_{0}$, for some sufficiently large integer $p$. (It is unclear whether another discretization could improve performance, as discussed further in Section 4.7.) This gives an $(m+p+1) \Delta \times(m+$ $p+1) \Delta$ linear system

$$
\begin{equation*}
L|Y\rangle=|B\rangle \tag{4.12}
\end{equation*}
$$

that encodes (4.11) and uses it to produce a numerical solution at time $T$, where

$$
\begin{equation*}
L=\sum_{k=0}^{m+p}|k\rangle\langle k| \otimes I-\sum_{k=1}^{m}|k\rangle\langle k-1| \otimes[I+A((k-1) h) h]-\sum_{h=m+1}^{m+p}|k\rangle\langle k-1| \otimes I \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
|B\rangle=\frac{1}{\sqrt{B_{m}}}\left(\left\|y_{\text {in }}\right\||0\rangle \otimes\left|y_{\text {in }}\right\rangle+\sum_{k=1}^{m}\|b((k-1) h)\||k\rangle \otimes|b((k-1) h)\rangle\right) \tag{4.14}
\end{equation*}
$$

with a normalizing factor $B_{m}$. Observe that the system (4.12) has the lower triangular


In the above system, the first $n$ components of $y^{k}$ for $k \in[m+p+1]_{0}$ (i.e., $y_{1}^{k}$ ) approximate the exact solution $u(T)$, up to normalization. We apply the high-precision quantum linear system algorithm (QLSA) [46] to (4.12) and postselect on $k$ to produce $y_{1}^{k} /\left\|y_{1}^{k}\right\|$ for some $k \in[m+p+1]_{0} \backslash[m]_{0}$. The resulting error is at most

$$
\begin{equation*}
\epsilon:=\max _{k \in[m+p+1]_{0} \backslash[m]_{0}}\left\|\frac{u(T)}{\|u(T)\|}-\frac{y_{1}^{k}}{\left\|y_{1}^{k}\right\|}\right\| . \tag{4.16}
\end{equation*}
$$

This error includes contributions from both Carleman linearization and the forward Euler method. (The QLSA also introduces error, which we bound separately. Note that we could instead apply the original QLSA [84] instead of its subsequent improvement [46], but this would slightly complicate the error analysis and might perform worse in practice.)

Now we state our main algorithmic result.

Theorem 4.1 (Quantum Carleman linearization algorithm). Consider an instance of the quantum quadratic ODE problem as defined in Problem 4.1, with its Carleman linearization
as defined in (4.5). Assume $\mathrm{R}<1$. Let

$$
\begin{equation*}
g:=\|u(T)\|, \quad q:=\frac{\left\|u_{\mathrm{in}}\right\|}{\|u(T)\|} \tag{4.17}
\end{equation*}
$$

There exists a quantum algorithm producing a state that approximates $u(T) /\|u(T)\|$ with error at most $\epsilon \leq 1$, succeeding with probability $\Omega(1)$, with a flag indicating success, using at most
$\frac{s T^{2} q\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{\left(1-\left\|u_{\text {in }}\right\|\right) g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$
queries to the oracles $O_{F_{2}}, O_{F_{1}}, O_{F_{0}}$ and $O_{x}$. The gate complexity is larger than the query complexity by a factor of $\operatorname{poly}\left(\log \left(n s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\| /\left(1-\left\|u_{\text {in }}\right\|\right) g \epsilon\right) / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$. Furthermore, if the eigenvalues of $F_{1}$ are all real, the query complexity is

$$
\begin{equation*}
\frac{s T^{2} q\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right) \tag{4.19}
\end{equation*}
$$

and the gate complexity is larger by poly $\left(\log \left(n s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\| / g \epsilon\right) / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$.

### 4.4 Algorithm analysis

In this section we establish several lemmas and use them to prove Theorem 4.1.

### 4.4.1 Solution error

The solution error has three contributions: the error from applying Carleman linearization to (4.1), the error in the time discretization of (4.5) by the forward Euler method, and the error from the QLSA. Since the QLSA produces a solution with error at most $\epsilon$ with complexity poly $(\log (1 / \epsilon))$ [46], we focus on bounding the first two contributions.

### 4.4.1.1 Error from Carleman linearization

First, we provide an upper bound for the error from Carleman linearization for arbitrary evolution time $T$. To the best of our knowledge, the first and only explicit bound on the error of Carleman linearization appears in [73]. However, they only consider homogeneous quadratic ODEs; and furthermore, to bound the error for arbitrary $T$, they assume the logarithmic norm of $F_{1}$ is negative (see Theorems 4.2 and 4.3 of [73]), which is too strong for our case. Instead, we give a novel analysis under milder conditions, providing the first convergence guarantee for general inhomogeneous quadratic ODEs.

We begin with a lemma that describes the decay of the solution of (4.1).

Lemma 4.1. Consider an instance of the quadratic ODE (4.1), and assume $\mathrm{R}<1$ as defined in (4.2). Let

$$
\begin{equation*}
r_{ \pm}:=\frac{-\operatorname{Re}\left(\lambda_{1}\right) \pm \sqrt{\operatorname{Re}\left(\lambda_{1}\right)^{2}-4\left\|F_{2}\right\|\left\|F_{0}\right\|}}{2\left\|F_{2}\right\|} \tag{4.20}
\end{equation*}
$$

Then $r_{ \pm}$are distinct real numbers with $0 \leq r_{-}<r_{+}$, and the solution $u(t)$ of (4.1) satisfies $\|u(t)\|<\left\|u_{\mathrm{in}}\right\|<r_{+}$for any $t>0$.

Proof. Consider the derivative of $\|u(t)\|$. We have

$$
\begin{align*}
\frac{d\|u\|^{2}}{d t} & =u^{\dagger} F_{2}(u \otimes u)+\left(u^{\dagger} \otimes u^{\dagger}\right) F_{2}^{\dagger} u+u^{\dagger}\left(F_{1}+F_{1}^{\dagger}\right) u+u^{\dagger} F_{0}(t)+F_{0}(t)^{\dagger} u \\
& \leq 2\left\|F_{2}\right\|\|u\|^{3}+2 \operatorname{Re}\left(\lambda_{1}\right)\|u\|^{2}+2\left\|F_{0}\right\|\|u\| \tag{4.21}
\end{align*}
$$

If $\|u\| \neq 0$, then

$$
\begin{equation*}
\frac{d\|u\|}{d t} \leq\left\|F_{2}\right\|\|u\|^{2}+\operatorname{Re}\left(\lambda_{1}\right)\|u\|+\left\|F_{0}\right\| . \tag{4.22}
\end{equation*}
$$

Letting $a=\left\|F_{2}\right\|>0, b=\operatorname{Re}\left(\lambda_{1}\right)<0$, and $c=\left\|F_{0}\right\|>0$ with $a, b, c>0$, we consider a 1-dimensional quadratic ODE

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=a x^{2}+b x+c, \quad x(0)=\left\|u_{\mathrm{in}}\right\| . \tag{4.23}
\end{equation*}
$$

Since $\mathrm{R}<1 \Leftrightarrow b>a\left\|u_{\mathrm{in}}\right\|+\frac{c}{\left\|u_{\mathrm{in}}\right\|}$, the discriminant satisfies

$$
\begin{equation*}
b^{2}-4 a c>\left(a\left\|u_{\text {in }}\right\|+\frac{c}{\left\|u_{\text {in }}\right\|}\right)^{2}-4 a\left\|u_{\text {in }}\right\| \cdot \frac{c}{\left\|u_{\text {in }}\right\|} \geq\left(a\left\|u_{\text {in }}\right\|-\frac{c}{\left\|u_{\text {in }}\right\|}\right)^{2} \geq 0 \tag{4.24}
\end{equation*}
$$

Thus, $r_{ \pm}$defined in (4.20) are distinct real roots of $a x^{2}+b x+c$. Since $r_{-}+r_{+}=-\frac{b}{a}>0$ and $r_{-} r_{+}=\frac{c}{a} \geq 0$, we have $0 \leq r_{-}<r_{+}$. We can rewrite the ODE as

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=a x^{2}+b x+c=a\left(x-r_{-}\right)\left(x-r_{+}\right), \quad x(0)=\left\|u_{\mathrm{in}}\right\| . \tag{4.25}
\end{equation*}
$$

Letting $y=x-r_{-}$, we obtain an associated homogeneous quadratic ODE

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=-a\left(r_{+}-r_{-}\right) y+a y^{2}=a y\left[y-\left(r_{+}-r_{-}\right)\right], \quad y(0)=\left\|u_{\mathrm{in}}\right\|-r_{-} \tag{4.26}
\end{equation*}
$$

Since the homogeneous equation has the closed-form solution

$$
\begin{equation*}
y(t)=\frac{r_{+}-r_{-}}{1-e^{a\left(r_{+}-r_{-}\right) t}\left[1-\left(r_{+}-r_{-}\right) /\left(\left\|u_{\mathrm{in}}\right\|-r_{-}\right)\right]}, \tag{4.27}
\end{equation*}
$$

the solution of the inhomogeneous equation can be obtained as

$$
\begin{equation*}
x(t)=\frac{r_{+}-r_{-}}{1-e^{a\left(r_{+}-r_{-}\right) t}\left[1-\left(r_{+}-r_{-}\right) /\left(\left\|u_{\mathrm{in}}\right\|-r_{-}\right)\right]}+r_{-} . \tag{4.28}
\end{equation*}
$$

Therefore we have

$$
\begin{equation*}
\|u(t)\| \leq \frac{r_{+}-r_{-}}{1-e^{a\left(r_{+}-r_{-}\right) t}\left[1-\left(r_{+}-r_{-}\right) /\left(\left\|u_{\mathrm{in}}\right\|-r_{-}\right)\right]}+r_{-} \tag{4.29}
\end{equation*}
$$

Since $\mathrm{R}<1 \Leftrightarrow a\left\|u_{\text {in }}\right\|+\frac{c}{\left\|u_{\text {in }}\right\|}<-b \Leftrightarrow a\left\|u_{\text {in }}\right\|^{2}+b\left\|u_{\text {in }}\right\|+c<0,\left\|u_{\text {in }}\right\|$ is located between the two roots $r_{-}$and $r_{+}$, and thus $1-\left(r_{+}-r_{-}\right) /\left(\left\|u_{\text {in }}\right\|-r_{-}\right)<0$. This implies $\|u(t)\|$ in (4.29) decreases from $u(0)=\left\|u_{\text {in }}\right\|$, so we have $\|u(t)\|<\left\|u_{\text {in }}\right\|<r_{+}$for any $t>0$.

We remark that $\lim _{t \rightarrow \infty} \frac{d\|u\|}{d t}=0$ since $\frac{d\|u\|}{d t}<0$ and $\|u(t)\| \geq 0$, so $u(t)$ approaches to a stationary point of the right-hand side of (4.1) (called an attractor in the theory of dynamical systems).

Note that for a homogeneous equation (i.e., $\left\|F_{0}\right\|=0$ ), this shows that the dissipation
inevitably leads to exponential decay. In this case we have $r_{-}=0$, so (4.29) gives

$$
\begin{equation*}
\|u(t)\|=\frac{\left\|u_{\mathrm{in}}\right\| r_{+}}{e^{a r_{+} t}\left(r_{+}-\left\|u_{\mathrm{in}}\right\|\right)+\left\|u_{\mathrm{in}}\right\|}, \tag{4.30}
\end{equation*}
$$

which decays exponentially in $t$.
On the other hand, as mentioned in the introduction, the solution of a dissipative inhomogeneous quadratic ODE can remain asymptotically nonzero. Here we present an example of this. Consider a time-independent uncoupled system with $\frac{\mathrm{d} u_{j}}{\mathrm{~d} t}=f_{2} u_{j}^{2}+$ $f_{1} u_{j}+f_{0}, j \in[n]$, with $u_{j}(0)=x_{0}>0, f_{2}>0, f_{1}<0, f_{0}>0$, and $\mathrm{R}<1$. We see that each $u_{j}(t)$ decreases from $x_{0}$ to $x_{1}:=\frac{-f_{1}-\sqrt{f_{1}^{2}-4 f_{2} f_{0}}}{2 f_{2}}>0$, with $0<x_{1}<u_{j}(t)<x_{0}$. Hence, the norm of $u(t)$ is bounded as $0<\sqrt{n} x_{1}<\|u(t)\|<\sqrt{n} x_{0}$ for any $t>0$. In general, it is hard to lower bound $\|u(t)\|$, but the above example shows that a nonzero inhomogeneity can prevent the norm of the solution from decreasing to zero.

We now give an upper bound on the error of Carleman linearization.

Lemma 4.2. Consider an instance of the quadratic $O D E$ (4.1), with its corresponding Carleman linearization as defined in (4.5). As in Problem 4.1, assume that the eigenvalues $\lambda_{j}$ of $F_{1}$ satisfy $\operatorname{Re}\left(\lambda_{n}\right) \leq \cdots \leq \operatorname{Re}\left(\lambda_{1}\right)<0$. Assume that R defined in (4.2) satisfies $\mathrm{R}<1$. Then for any $j \in[N]$, the error $\eta_{j}(t):=u^{\otimes j}(t)-\hat{y}_{j}(t)$ satisfies

$$
\begin{equation*}
\left\|\eta_{j}(t)\right\| \leq\|\eta(t)\| \leq t N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1} \tag{4.31}
\end{equation*}
$$

Proof. The exact solution $u(t)$ of the original quadratic ODE (4.1) satisfies

and the approximated solution $\hat{y}_{j}(t)$ satisfies (4.6). Comparing these equations, we have

$$
\begin{equation*}
\frac{\mathrm{d} \eta}{\mathrm{~d} t}=A(t) \eta+\hat{b}(t), \quad \eta(0)=0 \tag{4.33}
\end{equation*}
$$

with the tri-diagonal block structure
$\frac{\mathrm{d}}{\mathrm{d} t}\left(\begin{array}{c}\eta_{1} \\ \eta_{2} \\ \eta_{3} \\ \vdots \\ \eta_{N-1} \\ \eta_{N}\end{array}\right)=\left(\begin{array}{cccccc}A_{1}^{1} & A_{2}^{1} & & & & \\ A_{1}^{2} & A_{2}^{2} & A_{3}^{2} & & & \\ & A_{2}^{3} & A_{3}^{3} & A_{4}^{3} & & \\ & & \ddots & \ddots & \ddots & \\ & & & A_{N-2}^{N-1} & A_{N-1}^{N-1} & A_{N}^{N-1} \\ & & & & A_{N-1}^{N} & A_{N}^{N}\end{array}\right)\left(\begin{array}{c}\eta_{1} \\ \eta_{2} \\ \eta_{3} \\ \\ \\ \\ \\ \eta_{N-1}\end{array}\right)+\left(\begin{array}{c}0 \\ 0 \\ 0 \\ A_{N+1}^{N} u^{\otimes(N+1)}\end{array}\right)$

Consider the derivative of $\|\eta(t)\|$. We have

$$
\begin{equation*}
\frac{d\|\eta\|^{2}}{d t}=\eta^{\dagger}\left(A(t)+A^{\dagger}(t)\right) \eta+\eta^{\dagger} \hat{b}(t)+\hat{b}(t)^{\dagger} \eta . \tag{4.35}
\end{equation*}
$$

For $\eta^{\dagger}\left(A(t)+A^{\dagger}(t)\right) \eta$, we bound each term as

$$
\begin{align*}
\eta_{j}^{\dagger} A_{j+1}^{j} \eta_{j+1}+\eta_{j+1}^{\dagger}\left(A_{j+1}^{j}\right)^{\dagger} \eta_{j} & \leq j\left\|F_{2}\right\|\left\|\eta_{j+1}\right\|\left\|\eta_{j}\right\| \\
\eta_{j}^{\dagger}\left[A_{j}^{j}+\left(A_{j}^{j}\right)^{\dagger}\right] \eta_{j} & \leq 2 j \operatorname{Re}\left(\lambda_{1}\right)\left\|\eta_{j}\right\|^{2}  \tag{4.36}\\
\eta_{j}^{\dagger} A_{j-1}^{j} \eta_{j-1}+\eta_{j-1}^{\dagger}\left(A_{j-1}^{j}\right)^{\dagger} \eta_{j} & \leq 2 j\left\|F_{0}\right\|\left\|\eta_{j-1}\right\|\left\|\eta_{j}\right\|
\end{align*}
$$

using the definitions in (4.7)-(4.9).
Define a matrix $G \in \mathbb{R}^{n \times n}$ with nonzero entries $G_{j-1, j}=j\left\|F_{0}\right\|, G_{j, j}=j \operatorname{Re}\left(\lambda_{1}\right)$, and $G_{j+1, j}=j\left\|F_{2}\right\|$. Then

$$
\begin{equation*}
\eta^{\dagger}\left(A(t)+A^{\dagger}(t)\right) \eta \leq \eta^{\dagger}\left(G+G^{\dagger}\right) \eta \tag{4.37}
\end{equation*}
$$

Since $\left\|F_{2}\right\|+\left\|F_{0}\right\|<\left|\operatorname{Re}\left(\lambda_{1}\right)\right|, G$ is strictly diagonally dominant and thus the eigenvalues $\nu_{j}$ of $G$ satisfy $\operatorname{Re}\left(\nu_{n}\right) \leq \cdots \leq \operatorname{Re}\left(\nu_{1}\right)<0$. Thus we have

$$
\begin{equation*}
\eta^{\dagger}\left(G+G^{\dagger}\right) \eta \leq 2 \operatorname{Re}\left(\nu_{1}\right)\|\eta\|^{2} \tag{4.38}
\end{equation*}
$$

For $\eta^{\dagger} \hat{b}(t)+\hat{b}(t)^{\dagger} \eta$, we have

$$
\begin{equation*}
\eta^{\dagger} \hat{b}(t)+\hat{b}(t)^{\dagger} \eta \leq 2\|\hat{b}\|\|\eta\| \leq 2\left\|A_{N+1}^{N}\right\|\left\|u^{\otimes(N+1)}\right\|\|\eta\| . \tag{4.39}
\end{equation*}
$$

Since $\left\|A_{N+1}^{N}\right\|=N\left\|F_{2}\right\|$, and $\left\|u^{\otimes(N+1)}\right\|=\|u\|^{N+1} \leq\left\|u_{\text {in }}\right\|^{N+1}$, we have

$$
\begin{equation*}
\eta^{\dagger} \hat{b}(t)+\hat{b}(t)^{\dagger} \eta \leq 2 N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1}\|\eta\| \tag{4.40}
\end{equation*}
$$

Using (4.37), (4.38), and (4.40) in (4.35), we find

$$
\begin{equation*}
\frac{d\|\eta\|^{2}}{d t} \leq 2 \operatorname{Re}\left(\nu_{1}\right)\|\eta\|^{2}+2 N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1}\|\eta\| \tag{4.41}
\end{equation*}
$$

so elementary calculus gives

$$
\begin{equation*}
\frac{d\|\eta\|}{d t}=\frac{1}{2\|\eta\|} \frac{\mathrm{d}\|\eta\|^{2}}{\mathrm{~d} t} \leq \operatorname{Re}\left(\nu_{1}\right)\|\eta\|+N\left\|F_{2}\right\|\left\|u_{\mathrm{in}}\right\|^{N+1} . \tag{4.42}
\end{equation*}
$$

Solving the differential inequality as an equation with $\eta(0)=0$ gives us a bound on $\|\eta\|$ :

$$
\begin{equation*}
\|\eta(t)\| \leq \int_{0}^{t} e^{\operatorname{Re}\left(\nu_{1}\right)(t-s)} N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1} \mathrm{~d} s \leq N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{t} e^{\operatorname{Re}\left(\nu_{1}\right)(t-s)} \mathrm{d} s \tag{4.43}
\end{equation*}
$$

Finally, using

$$
\begin{equation*}
\int_{0}^{t} e^{\operatorname{Re}\left(\nu_{1}\right)(t-s)} \mathrm{d} s=\frac{1-e^{\operatorname{Re}\left(\nu_{1}\right) t}}{\left|\operatorname{Re}\left(\nu_{1}\right)\right|} \leq t \tag{4.44}
\end{equation*}
$$

(where we used the inequality $1-e^{a t} \leq-a t$ with $a<0$ ), (4.43) gives the bound

$$
\begin{equation*}
\left\|\eta_{j}(t)\right\| \leq\|\eta(t)\| \leq t N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1} \tag{4.45}
\end{equation*}
$$

as claimed.

Note that (4.44) can be bounded alternatively by

$$
\begin{equation*}
\int_{0}^{t} e^{\operatorname{Re}\left(\nu_{1}\right)(t-s)} \mathrm{d} s=\frac{1-e^{\operatorname{Re}\left(\nu_{1}\right) t}}{\left|\operatorname{Re}\left(\nu_{1}\right)\right|} \leq \frac{1}{\left|\operatorname{Re}\left(\nu_{1}\right)\right|} \tag{4.46}
\end{equation*}
$$

and thus $\left\|\eta_{j}(t)\right\| \leq\|\eta(t)\| \leq \frac{1}{\left|\operatorname{Re}\left(\nu_{1}\right)\right|} N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1}$. We select (4.44) because it avoids including an additional parameter $\operatorname{Re}\left(\nu_{1}\right)$.

We also give an improved analysis that works for homogeneous quadratic ODEs $\left(F_{0}(t)=0\right)$ under milder conditions. This analysis follows the proof in [73] closely.

Corollary 4.1. Under the same setting of Lemma 4.2, assume $F_{0}(t)=0$ in (4.1). Then for any $j \in[N]$, the error $\eta_{j}(t):=u^{\otimes j}(t)-\hat{y}_{j}(t)$ satisfies

$$
\begin{equation*}
\left\|\eta_{j}(t)\right\| \leq\left\|u_{\text {in }}\right\|^{j} \mathrm{R}^{N+1-j} . \tag{4.47}
\end{equation*}
$$

For $j=1$, we have the tighter bound

$$
\begin{equation*}
\left\|\eta_{1}(t)\right\| \leq\left\|u_{\text {in }}\right\| \mathrm{R}^{N}\left(1-e^{\operatorname{Re}\left(\lambda_{1}\right) t}\right)^{N} . \tag{4.48}
\end{equation*}
$$

Proof. We again consider $\eta$ satisfying (4.33). Since $F_{0}(t)=0$, (4.33) reduces to a timeindependent ODE with an upper triangular block structure,

$$
\begin{equation*}
\frac{\mathrm{d} \eta_{j}}{\mathrm{~d} t}=A_{j}^{j} \eta_{j}+A_{j+1}^{j} \eta_{j+1}, \quad j \in[N-1] \tag{4.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \eta_{N}}{\mathrm{~d} t}=A_{N}^{N} \eta_{N}+A_{N+1}^{N} u^{\otimes(N+1)} \tag{4.50}
\end{equation*}
$$

We proceed by backward substitution. Since $\eta_{N}(0)=0$, we have

$$
\begin{equation*}
\eta_{N}(t)=\int_{0}^{t} e^{A_{N}^{N}\left(t-s_{0}\right)} A_{N+1}^{N} u^{\otimes(N+1)}\left(s_{0}\right) \mathrm{d} s_{0} \tag{4.51}
\end{equation*}
$$

For $j \in[N]$, (4.8) gives $\left\|e^{A_{j}^{j} t}\right\|=e^{j \operatorname{Re}\left(\lambda_{1}\right) t}$ and (4.7) gives $\left\|A_{j+1}^{j}\right\|=j\left\|F_{2}\right\|$. By Lemma 4.1, $\left\|u^{\otimes(N+1)}\right\|=\|u\|^{N+1} \leq\left\|u_{\text {in }}\right\|^{N+1}$. We can therefore upper bound (4.51) by

$$
\begin{align*}
\left\|\eta_{N}(t)\right\| & \leq \int_{0}^{t}\left\|e^{A_{N}^{N}\left(t-s_{0}\right)}\right\| \cdot\left\|A_{N+1}^{N} u^{\otimes(N+1)}\left(s_{0}\right)\right\| \mathrm{d} s_{0}  \tag{4.52}\\
& \leq N\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{t} e^{N \operatorname{Re}\left(\lambda_{1}\right)\left(t-s_{0}\right)} \mathrm{d} s_{0}
\end{align*}
$$

For $j=N-1$, (4.49) gives

$$
\begin{equation*}
\frac{\mathrm{d} \eta_{N-1}}{\mathrm{~d} t}=A_{N-1}^{N-1} \eta_{N-1}+A_{N}^{N-1} \eta_{N} . \tag{4.53}
\end{equation*}
$$

Again, since $\eta_{N-1}(0)=0$, we have

$$
\begin{equation*}
\eta_{N-1}(t)=\int_{0}^{t} e^{A_{N-1}^{N-1}\left(t-s_{1}\right)} A_{N}^{N-1} \eta_{N}\left(s_{1}\right) \mathrm{d} s_{1} \tag{4.54}
\end{equation*}
$$

which has the upper bound

$$
\begin{align*}
\left\|\eta_{N-1}(t)\right\| & \leq \int_{0}^{t}\left\|e^{A_{N-1}^{N-1}\left(t-s_{1}\right)}\right\| \cdot\left\|A_{N}^{N-1} \eta_{N}\left(s_{1}\right)\right\| \mathrm{d} s_{1} \\
& \leq(N-1)\left\|F_{2}\right\| \int_{0}^{t} e^{(N-1) \operatorname{Re}\left(\lambda_{1}\right)\left(t-s_{1}\right)}\left\|\eta_{N}\left(s_{1}\right)\right\| \mathrm{d} s_{1} \\
& \leq N(N-1)\left\|F_{2}\right\|^{2}\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{t} e^{(N-1) \operatorname{Re}\left(\lambda_{1}\right)\left(t-s_{1}\right)} \int_{0}^{s_{1}} e^{N \operatorname{Re}\left(\lambda_{1}\right)\left(s_{1}-s\right)} \mathrm{d} s_{0} \mathrm{~d} s_{1}, \tag{4.55}
\end{align*}
$$

where we used (4.52) in the last step. Iterating this procedure for $j=N-2, \ldots, 1$, we
find

$$
\begin{align*}
&\left\|\eta_{j}(t)\right\| \leq \frac{N!}{(j-1)!}\left\|F_{2}\right\|^{N+1-j}\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{t} e^{j \operatorname{Re}\left(\lambda_{1}\right)\left(t-s_{N-j}\right)} \int_{0}^{s_{N-j}} e^{(j+1) \operatorname{Re}\left(\lambda_{1}\right)\left(s_{N-j}-s_{N-1-j}\right)} \\
& \cdots \int_{0}^{s_{2}} e^{(N-1) \operatorname{Re}\left(\lambda_{1}\right)\left(s_{2}-s_{1}\right)} \int_{0}^{s_{1}} e^{N \operatorname{Re}\left(\lambda_{1}\right)\left(s_{1}-s_{0}\right)} \mathrm{d} s_{0} \cdots \mathrm{~d} s_{N-j} \\
&=\frac{N!}{(j-1)!}\left\|F_{2}\right\|^{N+1-j}\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{s_{N+1-j}} \cdots \int_{0}^{s_{2}} \int_{0}^{s_{1}} e^{\operatorname{Re}\left(\lambda_{1}\right)\left(-N s_{0}+\sum_{k=1}^{N-j+1} s_{k}\right)} \mathrm{d} s_{0} \cdots \mathrm{~d} s_{N-j} . \tag{4.56}
\end{align*}
$$

Finally, using

$$
\begin{equation*}
\int_{0}^{s_{k+1}} e^{(N-k) \operatorname{Re}\left(\lambda_{1}\right)\left(s_{k+1}-s_{k}\right)} \mathrm{d} s_{k}=\frac{1-e^{(N-k) \operatorname{Re}\left(\lambda_{1}\right) s_{k+1}}}{(N-k)\left|\operatorname{Re}\left(\lambda_{1}\right)\right|} \leq \frac{1}{(N-k)\left|\operatorname{Re}\left(\lambda_{1}\right)\right|} \tag{4.57}
\end{equation*}
$$

for $k=0, \ldots, N-j$, (4.56) can be bounded by

$$
\begin{align*}
\left\|\eta_{j}(t)\right\| & \leq \frac{N!}{(j-1)!}\left\|F_{2}\right\|^{N+1-j}\left\|u_{\text {in }}\right\|^{N+1} \frac{(j-1)!}{N!\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{N+1-j}}  \tag{4.58}\\
& =\frac{\left\|u_{\text {in }}\right\|^{N+1}\left\|F_{2}\right\|^{N+1-j}}{\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{N+1-j}}=\left\|u_{\text {in }}\right\|^{j} \mathrm{R}^{N+1-j} .
\end{align*}
$$

For $j=1$, the bound can be further improved. By Lemma 5.2 of [73], if $a \neq 0$,

$$
\begin{equation*}
\int_{0}^{s_{N}} \cdots \int_{0}^{s_{2}} \int_{0}^{s_{1}} e^{a\left(-N s_{0}+\sum_{k=1}^{N} s_{k}\right)} \mathrm{d} s_{0} \mathrm{~d} s_{1} \cdots \mathrm{~d} s_{N-1}=\frac{\left(e^{a s_{N}}-1\right)^{N}}{N!a^{N}} \tag{4.59}
\end{equation*}
$$

With $s_{N}=t$ and $a=\operatorname{Re}\left(\lambda_{1}\right)$, we find

$$
\begin{align*}
\left\|\eta_{1}(t)\right\| & \leq N!\left\|F_{2}\right\|^{N}\left\|u_{\text {in }}\right\|^{N+1} \int_{0}^{s_{N}} \cdots \int_{0}^{s_{2}} \int_{0}^{s_{1}} e^{\operatorname{Re}\left(\lambda_{1}\right)\left(-N s_{0}+\sum_{k=1}^{N} s_{k}\right)} \mathrm{d} s_{0} \mathrm{~d} s_{1} \cdots \mathrm{~d} s_{N-1} \\
& \leq N!\left\|F_{2}\right\|^{N}\left\|u_{\text {in }}\right\|^{N+1} \frac{\left(e^{\operatorname{Re}\left(\lambda_{1}\right) t}-1\right)^{N}}{N!\operatorname{Re}\left(\lambda_{1}\right)^{N}} \\
& =\left\|u_{\text {in }}\right\| \mathrm{R}^{N}\left(1-e^{a t}\right)^{N} \tag{4.60}
\end{align*}
$$

which is tighter than the $j=1$ case in (4.58).

While Problem 4.1 makes some strong assumptions about the system of differential equations, they appear to be necessary for our analysis. Specifically, the conditions $\operatorname{Re}\left(\lambda_{1}\right)<0$ and $\mathrm{R}<1$ are required to ensure arbitrary-time convergence.

Since the Euler method for (4.5) is unstable if $\operatorname{Re}\left(\lambda_{1}\right)>0$ [52, 119], we only consider the case $\operatorname{Re}\left(\lambda_{1}\right) \leq 0$. If $\operatorname{Re}\left(\lambda_{1}\right)=0$, (4.59) reduces to

$$
\begin{equation*}
\int_{0}^{s_{N}} \cdots \int_{0}^{s_{2}} \int_{0}^{s_{1}} e^{a\left(-N s_{0}+\sum_{k=1}^{N} s_{k}\right)} \mathrm{d} s_{0} \mathrm{~d} s_{1} \cdots \mathrm{~d} s_{N-1}=\frac{t^{N}}{N!} \tag{4.61}
\end{equation*}
$$

giving the error bound

$$
\begin{equation*}
\left\|\eta_{1}(t)\right\| \leq\left\|u_{\text {in }}\right\|\left(\left\|u_{\text {in }}\right\|\left\|F_{2}\right\| t\right)^{N} \tag{4.62}
\end{equation*}
$$

instead of (4.60). Then the error bound can be made arbitrarily small for a finite time by increasing $N$, but after $t>1 /\left\|u_{\text {in }}\right\|\left\|F_{2}\right\|$, the error bound diverges.

Furthermore, if $R \geq 1$, Bernoulli's inequality gives

$$
\begin{equation*}
\left\|u_{\text {in }}\right\|\left(1-N e^{\operatorname{Re}\left(\lambda_{1}\right) t}\right) \leq\left\|u_{\text {in }}\right\|\left(1-N e^{\operatorname{Re}\left(\lambda_{1}\right) t}\right) \mathrm{R}^{N} \leq\left\|u_{\text {in }}\right\|\left(1-e^{\operatorname{Re}\left(\lambda_{1}\right) t}\right)^{N} \mathrm{R}^{N} \tag{4.63}
\end{equation*}
$$

where the right-hand side upper bounds $\left\|\eta_{1}(t)\right\|$ as in (4.60). Assuming $\left\|\eta_{1}(t)\right\|=$ $\left\|u(t)-\hat{y}_{1}(t)\right\|$ is smaller than $\left\|u_{\text {in }}\right\|$, we require

$$
\begin{equation*}
N=\Omega\left(e^{\left|\operatorname{Re}\left(\lambda_{1}\right)\right| t}\right) . \tag{4.64}
\end{equation*}
$$

In other words, to apply (4.48) for the Carleman linearization procedure, the truncation order given by Lemma 4.2 must grow exponentially with $t$.

In fact, we prove in Section 4.5 that for $\mathrm{R} \geq \sqrt{2}$, no quantum algorithm (even one based on a technique other than Carleman linearization) can solve Problem 4.1 efficiently. It remains open to understand the complexity of the problem for $1 \leq R<\sqrt{2}$.

On the other hand, if R $<1$, both (4.47) and (4.48) decrease exponentially with $N$, making the truncation efficient. We discuss the specific choice of $N$ in (4.149) below.

### 4.4.1.2 Error from forward Euler method

Next, we provide an upper bound for the error incurred by approximating (4.5) with the forward Euler method. This problem has been well studied for general ODEs. Given an ODE $\frac{\mathrm{d} z}{\mathrm{~d} t}=f(z)$ on $[0, T]$ with an inhomogenity $f$ that is an L-Lipschitz continuous function of $z$, the global error of the solution is upper bounded by $e^{L T}$, although in most cases this bound overestimates the actual error [120]. To remove the exponential dependence on $T$ in our case, we derive a tighter bound for time discretization of (4.5) in Lemma 4.3 below. This lemma is potentially useful for other ODEs as well and can be straightforwardly adapted to other problems.

Lemma 4.3. Consider an instance of the quantum quadratic ODE problem as defined in

Problem 4.1, with $\mathrm{R}<1$ as defined in (4.2). Choose a time step

$$
\begin{equation*}
h \leq \min \left\{\frac{1}{N\left\|F_{1}\right\|}, \frac{2\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right)}{N\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}-\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{1}\right\|^{2}\right)}\right\} \tag{4.65}
\end{equation*}
$$

in general, or

$$
\begin{equation*}
h \leq \frac{1}{N\left\|F_{1}\right\|} \tag{4.66}
\end{equation*}
$$

if the eigenvalues of $F_{1}$ are all real. Suppose the error from Carleman linearization $\eta(t)$ as defined in Lemma 4.2 is bounded by

$$
\begin{equation*}
\|\eta(t)\| \leq \frac{g}{4} \tag{4.67}
\end{equation*}
$$

where $g$ is defined in (4.17). Then the global error from the forward Euler method (4.11) on the interval $[0, T]$ for (4.5) satisfies

$$
\begin{equation*}
\left\|\hat{y}_{1}(T)-y_{1}^{m}\right\| \leq\left\|\hat{y}(T)-y^{m}\right\| \leq 3 N^{2.5} \operatorname{Th}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right] . \tag{4.68}
\end{equation*}
$$

Proof. We define a linear system that locally approximates the initial value problem (4.5) on $[k h,(k+1) h]$ for $k \in[m]_{0}$ as

$$
\begin{equation*}
z^{k}=[I+A((k-1) h) h] \hat{y}((k-1) h)+b((k-1) h), \tag{4.69}
\end{equation*}
$$

where $\hat{y}(t)$ is the exact solution of (4.5). For $k \in[m]$, we denote the local truncation error
by

$$
\begin{equation*}
e^{k}:=\left\|\hat{y}(k h)-z^{k}\right\| \tag{4.70}
\end{equation*}
$$

and the global error by

$$
\begin{equation*}
g^{k}:=\left\|\hat{y}(k h)-y^{k}\right\| \tag{4.71}
\end{equation*}
$$

where $y^{k}$ in (4.11) is the numerical solution. Note that $g^{m}=\left\|\hat{y}(T)-y^{m}\right\|$.
For the local truncation error, we Taylor expand $\hat{y}((k-1) h)$ with a second-order Lagrange remainder, giving

$$
\begin{equation*}
\hat{y}(k h)=\hat{y}((k-1) h)+\hat{y}^{\prime}((k-1) h) h+\frac{\hat{y}^{\prime \prime}(\xi) h^{2}}{2} \tag{4.72}
\end{equation*}
$$

for some $\xi \in[(k-1) h, k h]$. Since $\hat{y}^{\prime}((k-1) h)=A((k-1) h) \hat{y}((k-1) h)+b((k-1) h)$ by (4.5), we have

$$
\begin{equation*}
\hat{y}(k h)=[I+A((k-1) h) h] \hat{y}((k-1) h)+b((k-1) h)+\frac{\hat{y}^{\prime \prime}(\xi) h^{2}}{2}=z^{k}+\frac{\hat{y}^{\prime \prime}(\xi) h^{2}}{2} \tag{4.73}
\end{equation*}
$$

and thus the local error (4.70) can be bounded as

$$
\begin{equation*}
e^{k}=\left\|\hat{y}(k h)-z^{k}\right\|=\left\|\hat{y}^{\prime \prime}(\xi) h\right\| \frac{h^{2}}{2} \leq \frac{M h^{2}}{2} \tag{4.74}
\end{equation*}
$$

where $M:=\max _{t \in[0, T]}\left\|\hat{y}^{\prime \prime}(\tau)\right\|$.
By the triangle inequality, the global error (4.71) can therefore be bounded as

$$
\begin{equation*}
g^{k}=\left\|\hat{y}(k h)-y^{k}\right\| \leq\left\|\hat{y}(k h)-z^{k}\right\|+\left\|z^{k}-y^{k}\right\| \leq e^{k}+\left\|z^{k}-y^{k}\right\| \tag{4.75}
\end{equation*}
$$

Since $y^{k}$ and $z^{k}$ are obtained by the same linear system with different right-hand sides, we have the upper bound

$$
\begin{align*}
\left\|z^{k}-y^{k}\right\| & =\left\|[I+A((k-1) h) h]\left[\hat{y}((k-1) h)-y^{k-1}\right]\right\| \\
& \leq\|I+A((k-1) h) h\| \cdot\left\|\hat{y}((k-1) h)-y^{k-1}\right\|  \tag{4.76}\\
& =\|I+A((k-1) h) h\| g^{k-1} .
\end{align*}
$$

In order to provide an upper bound for $\|I+A(t) h\|$ for all $t \in[0, T]$, we write

$$
\begin{equation*}
I+A(t) h=H_{2}+H_{1}+H_{0}(t) \tag{4.77}
\end{equation*}
$$

where

$$
\begin{align*}
H_{2} & =\sum_{j=1}^{N-1}|j\rangle\langle j+1| \otimes A_{j+1}^{j} h,  \tag{4.78}\\
H_{1} & =I+\sum_{j=1}^{N}|j\rangle\langle j| \otimes A_{j}^{j} h,  \tag{4.79}\\
H_{0}(t) & =\sum_{j=2}^{N}|j\rangle\langle j-1| \otimes A_{j-1}^{j} h . \tag{4.80}
\end{align*}
$$

We provide upper bounds separately for $\left\|H_{2}\right\|,\left\|H_{1}\right\|$, and $\left\|H_{0}\right\|:=\max _{t \in[0, T]}\left\|H_{0}(t)\right\|$, and use the bound $\max _{t \in[0, T]}\|I+A(t) h\| \leq\left\|H_{2}\right\|+\left\|H_{1}\right\|+\left\|H_{0}\right\|$.

The eigenvalues of $A_{j}^{j}$ consist of all $j$-term sums of the eigenvalues of $F_{1}$. More precisely, they are $\left\{\sum_{\ell \in[j]} \lambda_{\mathcal{I}_{\ell}^{j}}\right\}_{\mathcal{I}^{j} \in[n]^{j}}$ where $\left\{\lambda_{\ell}\right\}_{\ell \in[n]}$ are the eigenvalues of $F_{1}$ and $\mathcal{I}^{j} \in$ $[n]^{j}$ is a $j$-tuple of indices. The eigenvalues of $H_{1}$ are thus $\left\{1+h \sum_{\ell \in[j]} \lambda_{\mathcal{I}_{\ell}^{j}}\right\}_{\mathcal{I}^{j} \in[n]^{j}, j \in[N]}$.

With $J:=\max _{\ell \in[n]}\left|\operatorname{Im}\left(\lambda_{\ell}\right)\right|$, we have

$$
\begin{align*}
\left|1+h \sum_{\ell \in[j]} \lambda_{\mathcal{I}_{\ell}^{j}}\right|^{2} & =\left|1+h \sum_{\ell \in[j]} \operatorname{Re}\left(\lambda_{\mathcal{I}_{\ell}^{j}}\right)\right|^{2}+\left|h \sum_{\ell \in[j]} \operatorname{Im}\left(\lambda_{\mathcal{I}_{\ell}^{j}}\right)\right|^{2}  \tag{4.81}\\
& \leq 1-2 N h\left|\operatorname{Re}\left(\lambda_{1}\right)\right|+N^{2} h^{2}\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}+J^{2}\right)
\end{align*}
$$

where we used $N h\left|\operatorname{Re}\left(\lambda_{1}\right)\right| \leq 1$ by (4.65). Therefore

$$
\begin{equation*}
\left\|H_{1}\right\|=\max _{j \in[N]]_{\mathcal{I}^{j} \in[n]^{j}}} \max _{\ell \in[j]}\left|1+h \sum_{\ell \in} \lambda_{\mathcal{I}_{\ell}^{j}}\right| \leq \sqrt{1-2 N h\left|\operatorname{Re}\left(\lambda_{1}\right)\right|+N^{2} h^{2}\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}+J^{2}\right)} . \tag{4.82}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\left\|H_{2}\right\|=\| \sum_{j=1}^{N-1}|j\rangle\langle j+1| \otimes A_{j+1}^{j} h\left\|\leq \max _{j \in[N]}\right\| A_{j+1}^{j}\|h \leq N\| F_{2} \| h \tag{4.83}
\end{equation*}
$$

and
$\left\|H_{0}\right\|=\max _{t \in[0, T]} \| \sum_{j=1}^{N-1}|j\rangle\langle j 01| \otimes A_{j-1}^{j} h\left\|\leq \max _{t \in[0, T]} \max _{j \in[N]}\right\| A_{j-1}^{j}\left\|h \leq N \max _{t \in[0, T]}\right\| F_{0}(t)\|h \leq N\| F_{0} \| h$.

Using the bounds (4.82) and (4.83), we aim to select the value of $h$ to ensure

$$
\begin{equation*}
\max _{t \in[0, T]}\|I+A(t) h\| \leq\left\|H_{2}\right\|+\left\|H_{1}\right\|+\left\|H_{0}\right\| \leq 1 \tag{4.85}
\end{equation*}
$$

The assumption (4.65) implies

$$
\begin{equation*}
h \leq \frac{2\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right)}{N\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}-\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)^{2}+J^{2}\right)} \tag{4.86}
\end{equation*}
$$

(note that the denominator is non-zero due to (4.3)). Then we have

$$
\begin{array}{r}
N^{2} h^{2}\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}-\left\|F_{2}\right\|^{2}+J^{2}\right) \leq 2 N h\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right) \\
\Longrightarrow \quad \sqrt{1-2 N h\left|\operatorname{Re}\left(\lambda_{1}\right)\right|+N^{2} h^{2}\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}+J^{2}\right)} \leq 1-N\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) h, \tag{4.87}
\end{array}
$$

so $\max _{t \in[0, T]}\|I+A(t) h\| \leq 1$ as claimed.
The choice (4.65) can be improved if an upper bound on $J$ is known. In particular, if $J=0,(4.86)$ simplifies to

$$
\begin{equation*}
h \leq \frac{2}{N\left(\left|\lambda_{1}\right|+\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)} \tag{4.88}
\end{equation*}
$$

which is satisfied by (4.66) using $\left\|F_{2}\right\|+\left\|F_{0}\right\|<\left|\lambda_{1}\right| \leq\left\|F_{1}\right\|$.
Using this in (4.76), we have

$$
\begin{equation*}
\left\|z^{k}-y^{k}\right\| \leq\|I+A((k-1) h) h\| g^{k-1} \leq g^{k-1} \tag{4.89}
\end{equation*}
$$

Plugging (4.89) into (4.75) iteratively, we find

$$
\begin{equation*}
g^{k} \leq g^{k-1}+e^{k} \leq g^{k-2}+e^{k-1}+e^{k} \leq \cdots \leq \sum_{j=1}^{k} e^{j}, \quad k \in[m+1]_{0} \tag{4.90}
\end{equation*}
$$

Using (4.74), this shows that the global error from the forward Euler method is bounded by

$$
\begin{equation*}
\left\|\hat{y}^{1}(k h)-y_{1}^{k}\right\| \leq\left\|\hat{y}(k h)-y^{k}\right\|=g^{k} \leq \sum_{j=1}^{k} e^{j} \leq \frac{M k h^{2}}{2} \tag{4.91}
\end{equation*}
$$

and when $k=m, m h=T$,

$$
\begin{equation*}
\left\|\hat{y}^{1}(T)-y_{1}^{m}\right\| \leq g^{m} \leq m \frac{M h^{2}}{2}=\frac{M T h}{2} . \tag{4.92}
\end{equation*}
$$

Finally, we remove the dependence on $M=\max _{t \in[0, T]}\left\|\hat{y}^{\prime \prime}(\tau)\right\|$. Since

$$
\begin{align*}
\hat{y}^{\prime \prime}(t) & =[A(t) \hat{y}(t)+b(t)]^{\prime}=A(t) \hat{y}^{\prime}(t)+A^{\prime}(t) \hat{y}(t)+b^{\prime}(t)  \tag{4.93}\\
& =A(t)[A(t) \hat{y}(t)+b(t)]+A^{\prime}(t) \hat{y}(t)+b^{\prime}(t),
\end{align*}
$$

we have

$$
\begin{equation*}
\left\|\hat{y}^{\prime \prime}(t)\right\|=\|A(t)\|^{2}\|\hat{y}(t)\|+\|A(t)\|\|b(t)\|+\left\|A^{\prime}(t)\right\|\|\hat{y}(t)\|+\left\|b^{\prime}(t)\right\| . \tag{4.94}
\end{equation*}
$$

Maximizing each term for $t \in[0, T]$, we have

$$
\begin{gather*}
\max _{t \in[0, T]}\|A(t)\|=\| \sum_{j=1}^{N-1}|j\rangle\langle j+1| \otimes A_{j+1}^{j}+\sum_{j=1}^{N}|j\rangle\langle j| \otimes A_{j}^{j}+\sum_{j=2}^{N}|j\rangle\langle j-1| \otimes A_{j-1}^{j} \| \\
\leq N\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)  \tag{4.95}\\
\max _{t \in[0, T]}\left\|A^{\prime}(t)\right\|=\| \sum_{j=2}^{N}|j\rangle\langle j-1| \otimes\left(A_{j-1}^{j}\right)^{\prime}\|\leq N\| F_{0}^{\prime}(t)\|\leq N\| F_{0}^{\prime} \|,  \tag{4.96}\\
\max _{t \in[0, T]}\|b(t)\|=\max _{t \in[0, T]}\left\|F_{0}(t)\right\| \leq\left\|F_{0}\right\|  \tag{4.97}\\
\max _{t \in[0, T]}\left\|b^{\prime}(t)\right\|=\max _{t \in[0, T]}\left\|F_{0}^{\prime}(t)\right\| \leq\left\|F_{0}^{\prime}\right\| \tag{4.98}
\end{gather*}
$$

and using $\|u\| \leq\left\|u_{\text {in }}\right\|<1,\left\|\eta_{j}(t)\right\| \leq\|\eta(t)\| \leq g / 4<\left\|u_{\text {in }}\right\| / 4$ by (4.67), and $\mathrm{R}<1$,
we have

$$
\begin{align*}
\|\hat{y}(t)\|^{2} & \leq \sum_{j=1}^{N}\left\|\hat{y}_{j}(t)\right\|^{2}=\sum_{j=1}^{N}\left\|u^{\otimes j}(t)-\eta_{j}(t)\right\|^{2} \leq 2 \sum_{j=1}^{N}\left(\left\|u^{\otimes j}(t)\right\|^{2}+\left\|\eta_{j}(t)\right\|^{2}\right) \\
& \leq 2 \sum_{j=1}^{N}\left(\left\|u_{\text {in }}\right\|^{2 j}+\frac{\left\|u_{\text {in }}\right\|^{2}}{16}\right)<2 \sum_{j=1}^{N}\left(1+\frac{1}{16}\right)\left\|u_{\text {in }}\right\|^{2}<4 N\left\|u_{\text {in }}\right\|^{2}<4 N \tag{4.99}
\end{align*}
$$

for all $t \in[0, T]$. Therefore, substituting the bounds (4.95)-(4.99) into (4.94), we find

$$
\begin{align*}
M & \leq \max _{t \in[0, T]}\|A(t)\|^{2}\|\hat{y}(t)\|+\|A(t)\|\|b(t)\|+\left\|A^{\prime}(t)\right\|\|\hat{y}(t)\|+\left\|b^{\prime}(t)\right\| \\
& \leq 2 N^{2.5}\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+N\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)\left\|F_{0}\right\|+2 N^{1.5}\left\|F_{0}^{\prime}\right\|+\left\|F_{0}^{\prime}\right\| \\
& \leq 6 N^{2.5}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right] \tag{4.100}
\end{align*}
$$

Thus, (4.92) gives

$$
\begin{equation*}
\left\|\hat{y}^{1}(k h)-y_{1}^{m}\right\| \leq 3 N^{2.5} k h^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right] \tag{4.101}
\end{equation*}
$$

and when $k=m, m h=T$,

$$
\begin{equation*}
\left\|\hat{y}^{1}(T)-y_{1}^{m}\right\| \leq 3 N^{2.5} T h\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right] \tag{4.102}
\end{equation*}
$$

as claimed.

### 4.4.2 Condition number

Now we upper bound the condition number of the linear system.

Lemma 4.4. Consider an instance of the quantum quadratic ODE problem as defined in Problem 4.1. Apply the forward Euler method (4.11) with time step (4.65) to the Carleman linearization (4.5). Then the condition number of the matrix $L$ defined in (4.12) satisfies

$$
\begin{equation*}
\kappa \leq 3(m+p+1) \tag{4.103}
\end{equation*}
$$

Proof. We begin by upper bounding $\|L\|$. We write

$$
\begin{equation*}
L=L_{1}+L_{2}+L_{3} \tag{4.104}
\end{equation*}
$$

where

$$
\begin{align*}
L_{1} & =\sum_{k=0}^{m+p}|k\rangle\langle k| \otimes I  \tag{4.105}\\
L_{2} & =-\sum_{k=1}^{m}|k\rangle\langle k-1| \otimes[I+A((k-1) h) h]  \tag{4.106}\\
L_{3} & =-\sum_{k=m+1}^{m+p}|k\rangle\langle k-1| \otimes I \tag{4.107}
\end{align*}
$$

Clearly $\left\|L_{1}\right\|=\left\|L_{3}\right\|=1$. Furthermore, $\left\|L_{2}\right\| \leq \max _{t \in[0, T]}\|I+A(t) h\| \leq 1$ by (4.85), which follows from the choice of time step (4.65). Therefore,

$$
\begin{equation*}
\|L\| \leq\left\|L_{1}\right\|+\left\|L_{2}\right\|+\left\|L_{3}\right\| \leq 3 \tag{4.108}
\end{equation*}
$$

Next we upper bound

$$
\begin{equation*}
\left\|L^{-1}\right\|=\sup _{\| B\rangle \| \leq 1} \| L^{-1}|B\rangle \| \tag{4.109}
\end{equation*}
$$

We express $|B\rangle$ as

$$
\begin{equation*}
|B\rangle=\sum_{k=0}^{m+p} \beta_{k}|k\rangle=\sum_{k=0}^{m+p}\left|b^{k}\right\rangle \tag{4.110}
\end{equation*}
$$

where $\left|b^{k}\right\rangle:=\beta_{k}|k\rangle$ satisfies

$$
\begin{equation*}
\sum_{k=0}^{m+p} \|\left|b^{k}\right\rangle\left\|^{2}=\right\||B\rangle \|^{2} \leq 1 \tag{4.111}
\end{equation*}
$$

Given any $\left|b^{k}\right\rangle$ for $k \in[m+p+1]_{0}$, we define

$$
\begin{equation*}
\left|Y^{k}\right\rangle:=L^{-1}\left|b^{k}\right\rangle=\sum_{l=0}^{m+p} \gamma_{l}^{k}|l\rangle=\sum_{l=0}^{m+p}\left|Y_{l}^{k}\right\rangle, \tag{4.112}
\end{equation*}
$$

where $\left|Y_{l}^{k}\right\rangle:=\gamma_{l}^{k}|l\rangle$. We first upper bound $\|\left|Y^{k}\right\rangle\|=\| L^{-1}\left|b^{k}\right\rangle \|$, and then use this to upper bound $\| L^{-1}|B\rangle \|$.

We consider two cases. First, for fixed $k \in[m+1]_{0}$, we directly calculate $\left|Y_{l}^{k}\right\rangle$ for each $l \in[m+p+1]_{0}$ by the forward Euler method (4.11), giving

$$
\left|Y_{l}^{k}\right\rangle= \begin{cases}0, & \text { if } l \in[k]_{0} ;  \tag{4.113}\\ \left|b^{k}\right\rangle, & \text { if } l=k ; \\ \Pi_{j=k}^{l-1}[I+A(j h) h]\left|b^{k}\right\rangle, & \text { if } l \in[m+1]_{0} \backslash[k+1]_{0} ; \\ \prod_{j=k}^{m-1}[I+A(j h) h]\left|b^{k}\right\rangle, & \text { if } l \in[m+p+1]_{0} \backslash[m+1]_{0}\end{cases}
$$

Since $\max _{t \in[0, T]}\|I+A(t) h\| \| \leq 1$ by (4.85), (4.112) gives

$$
\begin{align*}
\|\left|Y^{k}\right\rangle \|^{2} & =\sum_{l=0}^{m+p} \|\left|Y_{l}^{k}\right\rangle\left\|^{2} \leq \sum_{l=k}^{m}\right\|\left|b^{k}\right\rangle\left\|^{2}+\sum_{l=m+1}^{m+p}\right\|\left|b^{k}\right\rangle \|^{2}  \tag{4.114}\\
& \leq(m+p+1-k) \|\left|b^{k}\right\rangle\left\|^{2} \leq(m+p+1)\right\|\left|b^{k}\right\rangle \|^{2} .
\end{align*}
$$

Second, for fixed $k \in[m+p+1]_{0} \backslash[m+1]_{0}$, similarly to (4.113), we directly calculate $\left|Y_{l}^{k}\right\rangle$ using (4.11), giving

$$
\left|Y_{l}^{k}\right\rangle= \begin{cases}0, & \text { if } l \in[k]_{0}  \tag{4.115}\\ \left|b^{k}\right\rangle, & \text { if } l \in[m+p+1]_{0} \backslash[k]_{0}\end{cases}
$$

Similarly to (4.114), we have (again using (4.112))

$$
\begin{equation*}
\|\left|Y^{k}\right\rangle\left\|^{2}=\sum_{l=0}^{m+p}\right\|\left|Y_{l}^{k}\right\rangle\left\|^{2}=\sum_{l=k}^{m+p}\right\|\left|b^{k}\right\rangle\left\|^{2}=(m+p+1-k)\right\|\left|b^{k}\right\rangle\left\|^{2} \leq(m+p+1)\right\|\left|b^{k}\right\rangle \|^{2} . \tag{4.116}
\end{equation*}
$$

Combining (4.114) and (4.116), for any $k \in[m+p+1]_{0}$, we have

$$
\begin{equation*}
\|\left|Y^{k}\right\rangle\left\|^{2}=\right\| L^{-1}\left|b^{k}\right\rangle\left\|^{2} \leq(m+p+1)\right\|\left|b^{k}\right\rangle \|^{2} \tag{4.117}
\end{equation*}
$$

By the definition of $\left|Y^{k}\right\rangle$ in (4.112), (4.117) gives

$$
\begin{equation*}
\left\|L^{-1}\right\|^{2}=\sup _{\||B\rangle \| \leq 1} \| L^{-1}|B\rangle\left\|^{2} \leq(m+p+1) \sup _{\|\left|b^{k}\right\rangle \| \leq 1}\right\| L^{-1}\left|b^{k}\right\rangle \|^{2} \leq(m+p+1)^{2} \tag{4.118}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\left\|L^{-1}\right\| \leq(m+p+1) \tag{4.119}
\end{equation*}
$$

Finally, combining (4.108) with (4.119), we conclude

$$
\begin{equation*}
\kappa=\|L\|\left\|L^{-1}\right\| \leq 3(m+p+1) \tag{4.120}
\end{equation*}
$$

as claimed.

### 4.4.3 State preparation

We now describe a procedure for preparing the right-hand side $|B\rangle$ of the linear system (4.12), whose entries are composed of $\left|y_{\text {in }}\right\rangle$ and $|b((k-1) h)\rangle$ for $k \in[m]$.

The initial vector $y_{\text {in }}$ is a direct sum over spaces of different dimensions, which is cumbersome to prepare. Instead, we prepare an equivalent state that has a convenient tensor product structure. Specifically, we embed $y_{\text {in }}$ into a slightly larger space and prepare the normalized version of

$$
\begin{equation*}
z_{\mathrm{in}}=\left[u_{\mathrm{in}} \otimes v_{0}^{N-1} ; u_{\mathrm{in}}^{\otimes 2} \otimes v_{0}^{N-2} ; \ldots ; u_{\mathrm{in}}^{\otimes N}\right] \tag{4.121}
\end{equation*}
$$

where $v_{0}$ is some standard vector (for simplicity, we take $v_{0}=|0\rangle$ ). If $u_{\text {in }}$ lives in a vector space of dimension $n$, then $z_{\text {in }}$ lives in a space of dimension $N n^{N}$ while $y_{\text {in }}$ lives in a slightly smaller space of dimension $\Delta=n+n^{2}+\cdots+n^{N}=\left(n^{N+1}-n\right) /(n-1)$. Using standard techniques, all the operations we would otherwise apply to $y_{\text {in }}$ can be applied instead to $z_{\mathrm{in}}$, with the same effect.

Lemma 4.5. Assume we are given the value $\left\|u_{\mathrm{in}}\right\|$, and let $O_{x}$ be an oracle that maps $|00 \ldots 0\rangle \in \mathbb{C}^{n}$ to a normalized quantum state $\left|u_{\mathrm{in}}\right\rangle$ proportional to $u_{\mathrm{in}}$. Assume we are also given the values $\left\|F_{0}(t)\right\|$ for each $t \in[0, T]$, and let $O_{F_{0}}$ be an oracle that provides the locations and values of the nonzero entries of $F_{0}(t)$ for any specified $t$. Then the quantum state $|B\rangle$ defined in (4.14) (with $y_{\text {in }}$ replaced by $z_{i n}$ ) can be prepared using $O(N)$ queries to $O_{x}$ and $O(m)$ queries to $O_{F_{0}}$, with gate complexity larger by a poly $(\log N, \log n)$ factor.

Proof. We first show how to prepare the state

$$
\begin{equation*}
\left|z_{\text {in }}\right\rangle=\frac{1}{\sqrt{V}} \sum_{j=1}^{N}\left\|u_{\text {in }}\right\|^{j}|j\rangle\left|u_{\text {in }}\right\rangle^{\otimes j}|0\rangle^{\otimes N-j} \tag{4.122}
\end{equation*}
$$

where

$$
\begin{equation*}
V:=\sum_{j=1}^{N}\left\|u_{\text {in }}\right\|^{2 j} \tag{4.123}
\end{equation*}
$$

This state can be prepared using $N$ queries to the initial state oracle $O_{x}$ applied in superposition to the intermediate state

$$
\begin{equation*}
\left|\psi_{\text {int }}\right\rangle:=\frac{1}{\sqrt{V}} \sum_{j=1}^{N}\left\|u_{\text {in }}\right\|^{j}|j\rangle \otimes|0\rangle^{\otimes N} \tag{4.124}
\end{equation*}
$$

To efficiently prepare $\left|\psi_{\text {int }}\right\rangle$, notice that

$$
\begin{equation*}
\left|\psi_{\mathrm{int}}\right\rangle=\frac{\left\|u_{\mathrm{in}}\right\|}{\sqrt{V}} \sum_{j_{0}, j_{1}, \ldots, j_{k-1}=0}^{1} \prod_{\ell=0}^{k-1}\left\|u_{\mathrm{in}}\right\|^{j_{\ell} 2^{\ell}}\left|j_{0} j_{1} \ldots j_{k-1}\right\rangle \otimes|0\rangle^{\otimes N} \tag{4.125}
\end{equation*}
$$

where $k:=\log _{2} N$ (assuming for simplicity that $N$ is a power of 2 ) and $j_{k-1} \ldots j_{1} j_{0}$ is
the $k$-bit binary expansion of $j-1$. Observe that

$$
\begin{equation*}
\left|\psi_{\text {int }}\right\rangle=\bigotimes_{\ell=0}^{k-1}\left(\frac{1}{\sqrt{V_{\ell}}} \sum_{j_{\ell}=0}^{1}\left\|u_{\text {in }}\right\|^{j_{\ell} 2^{\ell}}\left|j_{\ell}\right\rangle\right) \otimes|0\rangle^{\otimes N} \tag{4.126}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\ell}:=1+\left\|u_{\mathrm{in}}\right\|^{2^{\ell+1}} \tag{4.127}
\end{equation*}
$$

(Notice that $\prod_{\ell=0}^{k-1} V_{\ell}=V /\left\|u_{\text {in }}\right\|^{2}$.) Each tensor factor in (4.126) is a qubit that can be produced in constant time. Overall, we prepare these $k=\log _{2} N$ qubit states and then apply $O_{x} N$ times.

We now discuss how to prepare the state

$$
\begin{equation*}
|B\rangle=\frac{1}{\sqrt{B_{m}}}\left(\left\|z_{\text {in }}\right\||0\rangle \otimes\left|z_{\text {in }}\right\rangle+\sum_{k=1}^{m}\|b((k-1) h)\||k\rangle \otimes|b((k-1) h)\rangle\right), \tag{4.128}
\end{equation*}
$$

in which we replace $y_{\text {in }}$ by $z_{\text {in }}$ in (4.14), and define

$$
\begin{equation*}
B_{m}:=\left\|z_{\mathrm{in}}\right\|^{2}+\sum_{k=1}^{m}\|b((k-1) h)\|^{2} \tag{4.129}
\end{equation*}
$$

This state can be prepared using the above procedure for $|0\rangle \mapsto\left|z_{\text {in }}\right\rangle$ and $m$ queries to $O_{F_{0}}$ with $t=(k-1) h$ that implement $|0\rangle \mapsto|b((k-1) h)\rangle$ for $k \in\{1, \ldots, m\}$, applied in superposition to the intermediate state

$$
\begin{equation*}
\left|\phi_{\text {int }}\right\rangle=\frac{1}{\sqrt{B_{m}}}\left(\left\|z_{\text {in }}\right\||0\rangle \otimes|0\rangle+\sum_{k=1}^{m}\|b((k-1) h)\||k\rangle \otimes|0\rangle\right) . \tag{4.130}
\end{equation*}
$$

Here the queries are applied conditionally upon the value in the first register: we prepare $\left|z_{\text {in }}\right\rangle$ if the first register is $|0\rangle$ and $|b((k-1) h)\rangle$ if the first register is $|k\rangle$ for $k \in\{1, \ldots, m\}$. We can prepare $\left|\phi_{\text {int }}\right\rangle$ (i.e., perform a unitary transform mapping $|0\rangle|0\rangle \mapsto\left|\phi_{\text {int }}\right\rangle$ ) in time complexity $O(m)$ [92] using the known values of $\left\|u_{\text {in }}\right\|$ and $\|b((k-1) h)\|$.

Overall, we use $O(N)$ queries to $O_{x}$ and $O(m)$ queries to $O_{F_{0}}$ to prepare $|B\rangle$. The gate complexity is larger by a poly $(\log N, \log n)$ factor.

### 4.4.4 Measurement success probability

After applying the QLSA to (4.12), we perform a measurement to extract a final state of the desired form. We now consider the probability of this measurement succeeding.

Lemma 4.6. Consider an instance of the quantum quadratic ODE problem defined in Problem 4.1, with the QLSA applied to the linear system (4.12) using the forward Euler method (4.11) with time step (4.65). Suppose the error from Carleman linearization satisfies $\|\eta(t)\| \leq \frac{g}{4}$ as in (4.67), and the global error from the forward Euler method as defined in Lemma 4.3 is bounded by

$$
\begin{equation*}
\left\|\hat{y}(T)-y^{m}\right\| \leq \frac{g}{4} \tag{4.131}
\end{equation*}
$$

where $g$ is defined in (4.17). Then the probability of measuring a state $\left|y_{1}^{k}\right\rangle$ for $k=$ $[m+p+1]_{0} \backslash[m+1]_{0}$ satisfies

$$
\begin{equation*}
P_{\text {measure }} \geq \frac{p+1}{9(m+p+1) N q^{2}} \tag{4.132}
\end{equation*}
$$

where $q$ is also defined in (4.17).

Proof. The idealized quantum state produced by the QLSA applied to (4.12) has the form

$$
\begin{equation*}
|Y\rangle=\sum_{k=0}^{m+p}\left|y^{k}\right\rangle|k\rangle=\sum_{k=0}^{m+p} \sum_{j=1}^{N}\left|y_{j}^{k}\right\rangle|j\rangle|k\rangle \tag{4.133}
\end{equation*}
$$

where the states $\left|y^{k}\right\rangle$ and $\left|y_{j}^{k}\right\rangle$ for $k \in[m+p+1]_{0}$ and $j \in[N]$ are subnormalized to ensure $\||Y\rangle \|=1$.

We decompose the state $|Y\rangle$ as

$$
\begin{equation*}
|Y\rangle=\left|Y_{\text {bad }}\right\rangle+\left|Y_{\text {good }}\right\rangle, \tag{4.134}
\end{equation*}
$$

where

$$
\begin{align*}
\left|Y_{\text {bad }}\right\rangle & :=\sum_{k=0}^{m-1} \sum_{j=1}^{N}\left|y_{j}^{k}\right\rangle|j\rangle|k\rangle+\sum_{k=m}^{m+p} \sum_{j=2}^{N}\left|y_{j}^{k}\right\rangle|j\rangle|k\rangle  \tag{4.135}\\
\left|Y_{\text {good }}\right\rangle & :=\sum_{k=m}^{m+p}\left|y_{1}^{k}\right\rangle|1\rangle|k\rangle
\end{align*}
$$

Note that $\left|y_{1}^{k}\right\rangle=\left|y_{1}^{m}\right\rangle$ for all $k \in\{m, m+1, \ldots, m+p\}$. We lower bound

$$
\begin{equation*}
P_{\text {measure }}:=\frac{\|\left|Y_{\text {good }}\right\rangle \|^{2}}{\||Y\rangle \|^{2}}=\frac{(p+1) \|\left|y_{1}^{m}\right\rangle \|^{2}}{\||Y\rangle \|^{2}} \tag{4.136}
\end{equation*}
$$

by lower bounding the terms of the product

$$
\begin{equation*}
\frac{\|\left|y_{1}^{m}\right\rangle \|^{2}}{\||Y\rangle \|^{2}}=\frac{\|\left|y_{1}^{m}\right\rangle \|^{2}}{\|\left|y_{1}^{0}\right\rangle \|^{2}} \cdot \frac{\|\left|y_{1}^{0}\right\rangle \|^{2}}{\||Y\rangle \|^{2}} \tag{4.137}
\end{equation*}
$$

First, according to (4.67) and (4.131), the exact solution $u(T)$ and the approximate
solution $y_{1}^{m}$ defined in (4.12) satisfy

$$
\begin{equation*}
\left\|u(T)-y_{1}^{m}\right\| \leq\left\|u(T)-\hat{y}_{1}(T)\right\|+\left\|\hat{y}_{1}(T)-y_{1}^{m}\right\| \leq\|\eta(t)\|+\left\|\hat{y}(T)-y^{m}\right\| \leq \frac{g}{2} \tag{4.138}
\end{equation*}
$$

Since $y_{1}^{0}=\left(y_{\text {in }}\right)_{1}=u_{\mathrm{in}}$, using (4.138), we have

$$
\begin{equation*}
\frac{\|\left|y_{1}^{m}\right\rangle \|}{\left.\| y_{1}^{0}\right\rangle \|}=\frac{\left\|y_{1}^{m}\right\|}{\left\|u_{\text {in }}\right\|} \geq \frac{\|u(T)\|-\left\|u(T)-y_{1}^{m}\right\|}{\left\|u_{\text {in }}\right\|}=\frac{g-\left\|u(T)-y_{1}^{m}\right\|}{\left\|u_{\text {in }}\right\|} \geq \frac{g}{2\left\|u_{\text {in }}\right\|}=\frac{1}{2 q} . \tag{4.139}
\end{equation*}
$$

Second, we upper bound $\left\|y^{k}\right\|^{2}$ by

$$
\begin{equation*}
\left\|y^{k}\right\|^{2}=\left\|\hat{y}(k h)-\left[y(k h)-y^{k}\right]\right\|^{2} \leq 2\left(\|\hat{y}(k h)\|^{2}+\left\|y(k h)-y^{k}\right\|^{2}\right) \tag{4.140}
\end{equation*}
$$

Using $\|\hat{y}(t)\|^{2}<4 N\left\|u_{\text {in }}\right\|^{2}$ by (4.99), and $\left\|y(k h)-y^{k}\right\| \leq\left\|\hat{y}(T)-y^{m}\right\| \leq g / 4<\left\|u_{\text {in }}\right\| / 4$ by (4.131), and $R<1$, we have

$$
\begin{equation*}
\left\|y^{k}\right\|^{2} \leq 2\left(4 N\left\|u_{\text {in }}\right\|^{2}+\frac{\left\|u_{\text {in }}\right\|^{2}}{16}\right)<9 N\left\|u_{\text {in }}\right\|^{2} \tag{4.141}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{\|\left|y_{1}^{0}\right\rangle \|^{2}}{\||Y\rangle \|^{2}}=\frac{\|\left|y_{1}^{0}\right\rangle \|^{2}}{\sum_{k=0}^{m+p} \|\left|y^{k}\right\rangle \|^{2}} \geq \frac{\left\|u_{\text {in }}\right\|^{2}}{9 N(m+p+1)\left\|u_{\text {in }}\right\|^{2}}=\frac{1}{9 N(m+p+1)} \tag{4.142}
\end{equation*}
$$

Finally, using (4.139) and (4.142) in (4.137) and (4.136), we have

$$
\begin{equation*}
P_{\text {measure }} \geq \frac{p+1}{9(m+p+1) N q^{2}} \tag{4.143}
\end{equation*}
$$

as claimed.

Choosing $m=p$, we have $P_{\text {measure }}=\Omega\left(1 / N q^{2}\right)$. Using amplitude amplification, $O(\sqrt{N} q)$ iterations suffice to succeed with constant probability.

### 4.4.5 Proof of Theorem 4.1

Proof. We first present the quantum Carleman linearization (QCL) algorithm and then analyze its complexity.

The QCL algorithm. We start by rescaling the system to satisfy (4.3) and (4.4). Given a quadratic ODE (4.1) satisfying $R<1$ (where $R$ is defined in (4.2)), we define a scaling factor $\gamma>0$, and rescale $u$ to

$$
\begin{equation*}
\bar{u}:=\gamma u . \tag{4.144}
\end{equation*}
$$

Replacing $u$ by $\bar{u}$ in (4.1), we have

$$
\begin{align*}
\frac{\mathrm{d} \bar{u}}{\mathrm{~d} t} & =\frac{1}{\gamma} F_{2} \bar{u}^{\otimes 2}+F_{1} \bar{u}+\gamma F_{0}(t),  \tag{4.145}\\
\bar{u}(0) & =\bar{u}_{\text {in }}:=\gamma u_{\text {in }} .
\end{align*}
$$

We let $\bar{F}_{2}:=\frac{1}{\gamma} F_{2}, \bar{F}_{1}:=F_{1}$, and $\bar{F}_{0}(t):=\gamma F_{0}(t)$ so that

$$
\begin{align*}
\frac{\mathrm{d} \bar{u}}{\mathrm{~d} t} & =\bar{F}_{2} \bar{u}^{\otimes 2}+\bar{F}_{1} \bar{u}+\bar{F}_{0}(t),  \tag{4.146}\\
\bar{u}(0) & =\bar{u}_{\text {in }} .
\end{align*}
$$

Note that R is invariant under this rescaling, so $\mathrm{R}<1$ still holds for the rescaled equation.

Concretely, we take ${ }^{3}$

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{\left\|u_{\text {in }}\right\| r_{+}}} \tag{4.147}
\end{equation*}
$$

After rescaling, the new quadratic ODE satisfies $\left\|\bar{u}_{\text {in }}\right\| \bar{r}_{+}=\gamma^{2}\left\|u_{\text {in }}\right\| r_{+}=1$. Since $\left\|u_{\text {in }}\right\|<r_{+}$by Lemma 4.1, we have $\bar{r}_{-}<\left\|\bar{u}_{\text {in }}\right\|<1<\bar{r}_{+}$, so (4.4) holds. Furthermore, 1 is located between the two roots $\bar{r}_{-}$and $\bar{r}_{+}$, which implies $\left\|\bar{F}_{2}\right\| \cdot 1^{2}+\left|\operatorname{Re}\left(\bar{\lambda}_{1}\right)\right| \cdot 1+\left\|\bar{F}_{0}\right\|<$ 0 as shown in Lemma 4.1, so (4.3) holds for the rescaled problem.

Having performed this rescaling, we henceforth assume that (4.3) and (4.4) are satisfied. We then introduce the choice of parameters as follows. Given $g$ and an error bound $\epsilon \leq 1$, we define

$$
\begin{equation*}
\delta:=\frac{g \epsilon}{1+\epsilon} \leq \frac{g}{2} . \tag{4.148}
\end{equation*}
$$

Given $\left\|u_{\text {in }}\right\|,\left\|F_{2}\right\|$, and $\operatorname{Re}\left(\lambda_{1}\right)<0$, we choose

$$
\begin{equation*}
N=\left\lceil\frac{\log \left(2 T\left\|F_{2}\right\| / \delta\right)}{\log \left(1 /\left\|u_{\mathrm{in}}\right\|\right)}\right\rceil=\left\lceil\frac{\log \left(2 T\left\|F_{2}\right\| / \delta\right)}{\log \left(r_{+}\right)}\right\rceil . \tag{4.149}
\end{equation*}
$$

Since $\left\|u_{\text {in }}\right\| / \delta>1$ by (4.148) and $g<\left\|u_{\text {in }}\right\|$, Lemma 4.2 gives

$$
\begin{equation*}
\left\|u(T)-\hat{y}_{1}(T)\right\| \leq\|\eta(T)\| \leq T N\left\|F_{2}\right\|\left\|u_{\mathrm{in}}\right\|^{N+1}=T N\left\|F_{2}\right\|\left(\frac{1}{r_{+}}\right)^{N+1} \leq \frac{\delta}{2} \tag{4.150}
\end{equation*}
$$

Thus, (4.67) holds since $\delta \leq g / 2$.
Now we discuss the choice of $h$. On the one hand, $h$ must satisfy (4.65) to satisfy the conditions of Lemma 4.3 and Lemma 4.4. On the other hand, Lemma 4.3 gives the

[^7]upper bound
\[

$$
\begin{equation*}
\left\|\hat{y}_{1}(T)-y_{1}^{m}\right\| \leq 3 N^{2.5} T h\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right] \leq \frac{g \epsilon}{4} \leq \frac{g \epsilon}{2(1+\epsilon)}=\frac{\delta}{2} . \tag{4.151}
\end{equation*}
$$

\]

This also ensures that (4.131) holds since $\delta \leq g / 2$. Thus, we choose

$$
\begin{gather*}
h \leq \min \left\{\frac{g \epsilon}{12 N^{2.5} T\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}, \frac{1}{N\left\|F_{1}\right\|},\right.  \tag{4.152}\\
\left.\frac{2\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right)}{N\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}-\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{1}\right\|^{2}\right)}\right\}
\end{gather*}
$$

to satisfy (4.65) and (4.151).

Combining (4.150) with (4.151), we have

$$
\begin{equation*}
\left\|u(T)-y_{1}^{m}\right\| \leq\left\|u(T)-\hat{y}_{1}(T)\right\|+\left\|\hat{y}_{1}(T)-y_{1}^{m}\right\| \leq \delta . \tag{4.153}
\end{equation*}
$$

Thus, (4.138) holds since $\delta \leq g / 2$. Using

$$
\begin{equation*}
\left\|\frac{u(T)}{\|u(T)\|}-\frac{y_{1}^{m}}{\left\|y_{1}^{m}\right\|}\right\| \leq \frac{\left\|u(T)-y_{1}^{m}\right\|}{\min \left\{\|u(T)\|,\left\|y_{1}^{m}\right\|\right\}} \leq \frac{\left\|u(T)-y_{1}^{m}\right\|}{g-\left\|u(T)-y_{1}^{m}\right\|} \tag{4.154}
\end{equation*}
$$

and (4.153), we obtain

$$
\begin{equation*}
\left\|\frac{u(T)}{\|u(T)\|}-\frac{y_{1}^{m}}{\left\|y_{1}^{m}\right\|}\right\| \leq \frac{\delta}{g-\delta}=\epsilon, \tag{4.155}
\end{equation*}
$$

i.e., the normalized output state is $\epsilon$-close to $\frac{u(T)}{\|u(T)\|}$.

We follow the procedure in Lemma 4.5 to prepare the initial state $\left|\hat{y}_{\text {in }}\right\rangle$. We apply
the QLSA [46] to the linear system (4.12) with $m=p=\lceil T / h\rceil$, giving a solution $|Y\rangle$. We then perform a measurement to obtain a normalized state of $\left|y_{j}^{k}\right\rangle$ for some $k \in$ $[m+p+1]_{0}$ and $j \in[N]$. By Lemma 4.6, the probability of obtaining a state $\left|y_{1}^{k}\right\rangle$ for some $k \in[m+p+1]_{0} \backslash[m+1]_{0}$, giving the normalized vector $y_{1}^{m} /\left\|y_{1}^{m}\right\|$, is

$$
\begin{equation*}
P_{\text {measure }} \geq \frac{p+1}{9(m+p+1) N q^{2}} \geq \frac{1}{18 N q^{2}} \tag{4.156}
\end{equation*}
$$

By amplitude amplification, we can achieve success probability $\Omega(1)$ with $O(\sqrt{N} q)$ repetitions of the above procedure.

Analysis of the complexity. By Lemma 4.5 , the right-hand side $|B\rangle$ in (4.12) can be prepared with $O(N)$ queries to $O_{x}$ and $O(m)$ queries to $O_{F_{0}}$, with gate complexity larger by a poly $(\log N, \log n)$ factor. The matrix $L$ in (4.12) is an $(m+p+1) \Delta \times(m+p+1) \Delta$ matrix with $O(N s)$ nonzero entries in any row or column. By Lemma 4.4 and our choice of parameters, the condition number of $L$ is at most

$$
\begin{align*}
& 3(m+p+1) \\
& =O\left(\frac{N^{2.5} T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\delta}+N T\left\|F_{1}\right\|\right. \\
& \left.\quad \quad+\frac{N T\left[\left|\operatorname{Re}\left(\lambda_{1}\right)\right|^{2}-\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{1}\right\|^{2}\right]}{2\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right)}\right) \\
& =O\left(\frac{N^{2.5} T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{g \epsilon}+\frac{1}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}} \cdot \frac{N T\left\|F_{1}\right\|^{2}}{\left\|F_{2}\right\|+\left\|F_{0}\right\|}\right) \\
& =O\left(\frac{N^{2.5} T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon}\right) . \tag{4.157}
\end{align*}
$$

Here we use $\left\|F_{2}\right\|+\left\|F_{0}\right\|<\left|\operatorname{Re}\left(\lambda_{1}\right)\right| \leq\left\|F_{1}\right\|$ and

$$
\begin{align*}
& 2\left(\left|\operatorname{Re}\left(\lambda_{1}\right)\right|-\left\|F_{2}\right\|-\left\|F_{0}\right\|\right)>\left(\left\|u_{\text {in }}\right\|+\frac{1}{\left\|u_{\text {in }}\right\|}-2\right)\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)  \tag{4.158}\\
& \quad=\frac{1}{\left\|u_{\text {in }}\right\|}\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right)>\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) .
\end{align*}
$$

The first inequality above is from the sum of $\left|\operatorname{Re}\left(\lambda_{1}\right)\right|>\left\|F_{2}\right\|\left\|u_{\text {in }}\right\|+\left\|F_{0}\right\| /\left\|u_{\text {in }}\right\|$ and $\left|\operatorname{Re}\left(\lambda_{1}\right)\right|=\left\|F_{2}\right\| r_{+}+\left\|F_{0}\right\| / r_{+}$, where $r_{+}=1 /\left\|u_{\text {in }}\right\|$. Consequently, by Theorem 5 of [46], the QLSA produces the state $|Y\rangle$ with

$$
\begin{align*}
& \frac{N^{3.5} s T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon} \operatorname{poly}\left(\log \frac{N s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{\left(1-\left\|u_{\text {in }}\right\|\right) g \epsilon}\right) \\
= & \frac{s T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{\left(1-\left\|u_{\text {in }}\right\|\right) g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right) \tag{4.159}
\end{align*}
$$

queries to the oracles $O_{F_{2}}, O_{F_{1}}, O_{F_{0}}$, and $O_{x}$. Using $O(\sqrt{N} q)$ steps of amplitude amplification to achieve success probability $\Omega(1)$, the overall query complexity of our algorithm is

$$
\begin{align*}
& \frac{N^{4} s T^{2} q\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\mathrm{in}}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon} \operatorname{poly}\left(\log \frac{N s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{\left(1-\left\|u_{\mathrm{in}}\right\|\right) g \epsilon}\right) \\
= & \frac{s T^{2} q\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\left(1-\left\|u_{\text {in }}\right\|\right)^{2}\left(\left\|F_{2}\right\|+\left\|F_{0}\right\|\right) g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{\left(1-\left\|u_{\text {in }}\right\|\right) g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right) \tag{4.160}
\end{align*}
$$

and the gate complexity exceeds this by a factor of poly $\left(\log \left(n s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\| /(1-\right.\right.$ R) $\left.g \epsilon) / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$.

If the eigenvalues $\lambda_{j}$ of $F_{1}$ are all real, by (4.66), the condition number of $L$ is at
most

$$
\begin{align*}
3(m+p+1) & =O\left(\frac{N^{2.5} T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{\delta}+N T\left\|F_{1}\right\|\right)  \tag{4.161}\\
& =O\left(\frac{N^{2.5} T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{g \epsilon}\right)
\end{align*}
$$

Similarly, the QLSA produces the state $|Y\rangle$ with
$\frac{s T^{2}\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$
queries to the oracles $O_{F_{2}}, O_{F_{1}}, O_{F_{0}}$, and $O_{x}$. Using amplitude amplification to achieve success probability $\Omega(1)$, the overall query complexity of the algorithm is
$\frac{s T^{2} q\left[\left(\left\|F_{2}\right\|+\left\|F_{1}\right\|+\left\|F_{0}\right\|\right)^{2}+\left\|F_{0}^{\prime}\right\|\right]}{g \epsilon} \operatorname{poly}\left(\log \frac{s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\|}{g \epsilon} / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$
and the gate complexity is larger by poly $\left(\log \left(n s T\left\|F_{2}\right\|\left\|F_{1}\right\|\left\|F_{0}\right\|\left\|F_{0}^{\prime}\right\| / g \epsilon\right) / \log \left(1 /\left\|u_{\text {in }}\right\|\right)\right)$ as claimed.

### 4.5 Lower bound

In this section, we establish a limitation on the ability of quantum computers to solve the quadratic ODE problem when the nonlinearity is sufficiently strong. We quantify the strength of the nonlinearity in terms of the quantity $R$ defined in (4.2). Whereas there is an efficient quantum algorithm for $\mathrm{R}<1$ (as shown in Theorem 4.1), we show here that the problem is intractable for $R \geq \sqrt{2}$.

Theorem 4.2. Assume $\mathrm{R} \geq \sqrt{2}$. Then there is an instance of the quantum quadratic ODE problem defined in Problem 4.1 such that any quantum algorithm for producing a quantum state approximating $u(T) /\|u(T)\|$ with bounded error must have worst-case time complexity exponential in $T$.

We establish this result by showing how the nonlinear dynamics can be used to distinguish nonorthogonal quantum states, a task that requires many copies of the given state. Note that since our algorithm only approximates the quantum state corresponding to the solution, we must lower bound the query complexity of approximating the solution of a quadratic ODE.

### 4.5.1 Hardness of state discrimination

Previous work on the computational power of nonlinear quantum mechanics shows that the ability to distinguish non-orthogonal states can be applied to solve unstructured search (and other hard computational problems) [78, 79, 80]. Here we show a similar limitation using an information-theoretic argument.

Lemma 4.7. Let $|\psi\rangle,|\phi\rangle$ be states of a qubit with $|\langle\psi \mid \phi\rangle|=1-\epsilon$. Suppose we are either given a black box that prepares $|\psi\rangle$ or a black box that prepares $|\phi\rangle$. Then any bounded-error protocol for determining whether the state is $|\psi\rangle$ or $|\phi\rangle$ must use $\Omega(1 / \epsilon)$ queries.

Proof. Using the black box $k$ times, we prepare states with overlap $(1-\epsilon)^{k}$. By the wellknown relationship between fidelity and trace distance, these states have trace distance at most $\sqrt{1-(1-\epsilon)^{2 k}} \leq \sqrt{2 k \epsilon}$. Therefore, by the Helstrom bound (which states that the
advantage over random guessing for the best measurement to distinguish two quantum states is given by their trace distance [121]), we need $k=\Omega(1 / \epsilon)$ to distinguish the states with bounded error.

### 4.5.2 State discrimination with nonlinear dynamics

Lemma 4.7 can be used to establish limitations on the ability of quantum computers to simulate nonlinear dynamics, since nonlinear dynamics can be used to distinguish nonorthogonal states. Whereas previous work considers models of nonlinear quantum dynamics (such as the Weinberg model [79, 80] and the Gross-Pitaevskii equation [78]), here we aim to show the difficulty of efficiently simulating more general nonlinear ODEsin particular, quadratic ODEs with dissipation-using quantum algorithms.

Lemma 4.8. There exists an instance of the quantum quadratic ODE problem as defined in Problem 4.1 with $\mathrm{R} \geq \sqrt{2}$, and two states of a qubit with overlap $1-\epsilon$ (for $0<\epsilon<$ $1-3 / \sqrt{10}$ ) as possible initial conditions, such that the two final states after evolution time $T=O(\log (1 / \epsilon))$ have an overlap no larger than $3 / \sqrt{10}$.

Proof. Consider a 2-dimensional system of the form

$$
\begin{align*}
\frac{\mathrm{d} u_{1}}{\mathrm{~d} t} & =-u_{1}+r u_{1}^{2}  \tag{4.164}\\
\frac{\mathrm{~d} u_{2}}{\mathrm{~d} t} & =-u_{2}+r u_{2}^{2}
\end{align*}
$$

for some $r>0$, with an initial condition $u(0)=\left[u_{1}(0) ; u_{2}(0)\right]=u_{\text {in }}$ satisfying $\left\|u_{\text {in }}\right\|=1$. According to the definition of R in (4.2), we have $\mathrm{R}=r$, so henceforth we write this
parameter as $R$. The analytic solution of (4.164) is

$$
\begin{align*}
& u_{1}(t)=\frac{1}{\mathrm{R}-e^{t}\left(\mathrm{R}-1 / u_{1}(0)\right)}  \tag{4.165}\\
& u_{2}(t)=\frac{1}{\mathrm{R}-e^{t}\left(\mathrm{R}-1 / u_{2}(0)\right)}
\end{align*}
$$

When $u_{2}(0)>1 / R, u_{2}(t)$ is finite within the domain

$$
\begin{equation*}
0 \leq t<t^{*}:=\log \left(\frac{\mathrm{R}}{\mathrm{R}-1 / u_{2}(0)}\right) \tag{4.166}
\end{equation*}
$$

when $u_{2}(0)=1 / R$, we have $u_{2}(t)=1 / R$ for all $t$; and when $u_{2}(0)<1 / R, u_{2}(t)$ goes to 0 as $t \rightarrow \infty$. The behavior of $u_{1}(t)$ depends similarly on $u_{1}(0)$.

Without loss of generality, we assume $u_{1}(0) \leq u_{2}(0)$. For $u_{2}(0) \geq u_{1}(0)>1 / R$, both $u_{1}(t)$ and $u_{2}(t)$ are finite within the domain (4.166), which we consider as the domain of $u(t)$.

Now we consider 1-qubit states that provide inputs to (4.164). Given a sufficiently small $\epsilon>0$, we first define $\theta \in(0, \pi / 4)$ by

$$
\begin{equation*}
2 \sin ^{2} \frac{\theta}{2}=\epsilon \tag{4.167}
\end{equation*}
$$

We then construct two 1-qubit states with overlap $1-\epsilon$, namely

$$
\begin{equation*}
|\phi(0)\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \tag{4.168}
\end{equation*}
$$

and

$$
\begin{equation*}
|\psi(0)\rangle=\cos \left(\theta+\frac{\pi}{4}\right)|0\rangle+\sin \left(\theta+\frac{\pi}{4}\right)|1\rangle . \tag{4.169}
\end{equation*}
$$

Then the overlap between the two initial states is

$$
\begin{equation*}
\langle\phi(0) \mid \psi(0)\rangle=\cos \theta=1-\epsilon . \tag{4.170}
\end{equation*}
$$

The initial overlap (4.170) is larger than the target overlap $3 / \sqrt{10}$ in Lemma 4.8 provided $\epsilon<1-3 / \sqrt{10}$. For simplicity, we denote

$$
\begin{align*}
& v_{0}:=\cos \left(\theta+\frac{\pi}{4}\right)  \tag{4.171}\\
& w_{0}:=\sin \left(\theta+\frac{\pi}{4}\right)
\end{align*}
$$

and let $v(t)$ and $w(t)$ denote solutions of (4.164) with initial conditions $v(0)=v_{0}$ and $w(0)=w_{0}$, respectively. Since $w_{0}>1 / R$, we see that $w(t)$ increases with $t$, satisfying

$$
\begin{equation*}
\frac{1}{\mathrm{R}} \leq \frac{1}{\sqrt{2}}<w_{0}<w(t) \tag{4.172}
\end{equation*}
$$

and

$$
\begin{equation*}
v(t)<w(t) \tag{4.173}
\end{equation*}
$$

for any time $0<t<t^{*}$, whatever the behavior of $v(t)$.
We now study the outputs of our problem. For the state $|\phi(0)\rangle$, the initial condition
for (4.164) is $[1 / \sqrt{2} ; 1 / \sqrt{2}]$. Thus, the output for any $t \geq 0$ is

$$
\begin{equation*}
|\phi(t)\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) . \tag{4.174}
\end{equation*}
$$

For the state $|\psi(0)\rangle$, the initial condition for (4.164) is $\left[v_{0} ; w_{0}\right]$. We now discuss how to select a terminal time $T$ to give a useful output state $|\psi(T)\rangle$. For simplicity, we denote the ratio of $w(t)$ and $v(t)$ by

$$
\begin{equation*}
K(t):=\frac{w(t)}{v(t)} \tag{4.175}
\end{equation*}
$$

Noticing that $w(t)$ goes to infinity as $t$ approaches $t^{*}$, while $v(t)$ remains finite within (4.166), there exists a terminal time $T$ such that ${ }^{4}$

$$
\begin{equation*}
K(T) \geq 2 \tag{4.176}
\end{equation*}
$$

The normalized output state at this time $T$ is

$$
\begin{equation*}
|\psi(T)\rangle=\frac{1}{\sqrt{K(T)^{2}+1}}(|0\rangle+K(T)|1\rangle) \tag{4.177}
\end{equation*}
$$

Combining (4.174) with (4.177), the overlap of $|\phi(T)\rangle$ and $|\psi(T)\rangle$ is

$$
\begin{equation*}
\langle\phi(T) \mid \psi(T)\rangle=\frac{K(T)+1}{\sqrt{2 K(T)^{2}+2}} \leq \frac{3}{\sqrt{10}} \tag{4.178}
\end{equation*}
$$

[^8]using (4.176).
Finally, we estimate the evolution time $T$, which is implicitly defined by (4.176). We can upper bound its value by $t^{*}$. According to (4.166), we have
\[

$$
\begin{equation*}
T<t^{*}=\log \left(\frac{\mathrm{R}}{\mathrm{R}-\frac{1}{w_{0}}}\right)<\log \left(\frac{\sqrt{2}}{\sqrt{2}-\frac{1}{w_{0}}}\right) \tag{4.179}
\end{equation*}
$$

\]

since the function $\log (x /(x-c))$ decreases monotonically with $x$ for $x>c>0$. Using (4.170) to rewrite this expression in terms of $\epsilon$, we have

$$
\begin{equation*}
T<t^{*}<\log \left(\frac{\sqrt{2}}{\sqrt{2}-\frac{1}{\sin \left(\theta+\frac{\pi}{4}\right)}}\right)=\log \left(1+\frac{1}{\sqrt{2 \epsilon-\epsilon^{2}}-\epsilon}\right) \tag{4.180}
\end{equation*}
$$

which scales like $\frac{1}{2} \log (1 / 2 \epsilon)$ as $\epsilon \rightarrow 0$. Therefore $T=O(\log (1 / \epsilon))$ as claimed.

### 4.5.3 Proof of Theorem 4.2

We now establish our main lower bound result.

Proof. As introduced in the proof of Lemma 4.8, consider the quadratic ODE (4.164); the two initial states of a qubit $|\phi(0)\rangle$ and $|\psi(0)\rangle$ defined in (4.168) and (4.169), respectively; and the terminal time $T$ defined in (4.176).

Suppose we have a quantum algorithm that, given a black box to prepare a state that is either $|\phi(0)\rangle$ or $|\psi(0)\rangle$, can produce quantum states $\left|\phi^{\prime}(T)\right\rangle$ or $\left|\psi^{\prime}(T)\right\rangle$ that are within distance $\delta$ of $|\phi(T)\rangle$ and $|\psi(T)\rangle$, respectively. Since by Lemma 4.8, $|\phi(T)\rangle$ and $|\psi(T)\rangle$ have constant overlap, the overlap between $\left|\phi^{\prime}(T)\right\rangle$ and $\left|\psi^{\prime}(T)\right\rangle$ is also constant
for sufficiently small $\delta$. More precisely, we have

$$
\begin{equation*}
\langle\phi(T) \mid \psi(T)\rangle \leq \frac{3}{\sqrt{10}} \tag{4.181}
\end{equation*}
$$

by (4.178), which implies

$$
\begin{equation*}
\||\phi(T)\rangle-|\psi(T)\rangle \| \geq \sqrt{2\left(1-\frac{3}{\sqrt{10}}\right)}>0.32 \tag{4.182}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\||\phi(T)\rangle-\left|\phi^{\prime}(T)\right\rangle \| \leq \delta \tag{4.183}
\end{equation*}
$$

and similarly for $\psi(T)$. These three inequalities give us

$$
\begin{align*}
\|\left|\phi^{\prime}(T)\right\rangle-\left|\psi^{\prime}(T)\right\rangle \| & \left.\left.=\|(|\phi(T)\rangle-\mid \psi(T))\rangle-\left(|\phi(T)\rangle-\mid \phi^{\prime}(T)\right)\right\rangle-\left(\left|\psi^{\prime}(T)\right\rangle-\mid \psi(T)\right)\right\rangle \| \\
& \left.\left.\geq \|(|\phi(T)\rangle-\mid \psi(T))\rangle\|-\|\left(|\phi(T)\rangle-\mid \phi^{\prime}(T)\right)\right\rangle\|-\|\left(\left|\psi^{\prime}(T)\right\rangle-\mid \psi(T)\right)\right\rangle \| \\
& >0.32-2 \delta \tag{4.184}
\end{align*}
$$

which is at least a constant for (say) $\delta<0.15$.

Lemma 4.7 therefore shows that preparing the states $\left|\phi^{\prime}(T)\right\rangle$ and $\left|\psi^{\prime}(T)\right\rangle$ requires time $\Omega(1 / \epsilon)$, as these states can be used to distinguish the two possibilities with bounded error. By Lemma 4.8, this time is $2^{\Omega(T)}$. This shows that we need at least exponential simulation time to approximate the solution of arbitrary quadratic ODEs to within sufficiently small bounded error when $R \geq \sqrt{2}$.

Note that exponential time is achievable since our QCL algorithm can solve the
problem by taking $N$ to be exponential in $T$, where $N$ is the truncation level of Carleman linearization. (The algorithm of Leyton and Osborne also solves quadratic differential equations with complexity exponential in $T$, but requires the additional assumptions that the quadratic polynomial is measure-preserving and Lipschitz continuous [74].)

### 4.6 Applications

Due to the assumptions of our analysis, our quantum Carleman linearization algorithm can only be applied to problems with certain properties. First, there are two requirements to guarantee convergence of the inhomogeneous Carleman linearization: the system must have linear dissipation, manifested by $\operatorname{Re}\left(\lambda_{1}\right)<0$; and the dissipation must be sufficiently stronger than both the nonlinear and the forcing terms, so that $R<1$. Dissipation typically leads to an exponentially decaying solution, but for the dependency on $g$ and $q$ in (4.160) to allow an efficient algorithm, the solution cannot exponentially approach zero.

However, this issue does not arise if the forcing term $F_{0}$ resists the exponential decay towards zero, instead causing the solution to decay towards some non-zero (possibly time-dependent) state. The norm of the state that is exponentially approached can possibly decay towards zero, but this decay itself must happen slower than exponentially for the algorithm to be efficient. ${ }^{5}$

We now investigate possible applications that satisfy these conditions. First we present an application governed by ordinary differential equations, and then we present

[^9]possible applications in partial differential equations.
Several physical systems can be represented in terms of quadratic ODEs. Examples include models of interacting populations of predators and prey [122], dynamics of chemical reactions [123, 124], and the spread of an epidemic [125]. We now give an example of the latter, based on the epidemiological model used in [126] to describe the early spread of the COVID-19 virus.

The so-called SEIR model divides a population of $P$ individuals into four components: susceptible $\left(P_{S}\right)$, exposed $\left(P_{E}\right)$, infected $\left(P_{I}\right)$, and recovered $\left(P_{R}\right)$. We denote the rate of transmission from an infected to a susceptible person by $r_{\text {tra }}$, the typical time until an exposed person becomes infectious by the latent time $T_{\text {lat }}$, and the typical time an infectious person can infect others by the infectious time $T_{\text {inf }}$. Furthermore we assume that there is a flux $\Lambda$ of individuals constantly refreshing the population. This flux corresponds to susceptible individuals moving into, and individuals of all components moving out of, the population, in such a way that the total population remains constant.

To ensure that there is sufficiently strong linear decay to guarantee Carleman convergence, we also add a vaccination term to the $P_{S}$ component. We choose an approach similar to that of [127], but denote the vaccination rate, which is approximately equal to the fraction
of susceptible individuals vaccinated each day, by $r_{\mathrm{vac}}$. The model is then

$$
\begin{align*}
\frac{\mathrm{d} P_{S}}{\mathrm{~d} t} & =-\Lambda \frac{P_{S}}{P}-r_{\mathrm{vac}} P_{S}+\Lambda-r_{\mathrm{tra}} P_{S} \frac{P_{I}}{P}  \tag{4.185}\\
\frac{\mathrm{~d} P_{E}}{\mathrm{~d} t} & =-\Lambda \frac{P_{E}}{P}-\frac{P_{E}}{T_{\mathrm{lat}}}+r_{\mathrm{tra}} P_{S} \frac{P_{I}}{P}  \tag{4.186}\\
\frac{\mathrm{~d} P_{I}}{\mathrm{~d} t} & =-\Lambda \frac{P_{I}}{P}+\frac{P_{E}}{T_{\mathrm{lat}}}-\frac{P_{I}}{T_{\mathrm{inf}}}  \tag{4.187}\\
\frac{\mathrm{~d} P_{R}}{\mathrm{~d} t} & =-\Lambda \frac{P_{R}}{P}+r_{\mathrm{vac}} P_{S}+\frac{P_{I}}{T_{\mathrm{inf}}} . \tag{4.188}
\end{align*}
$$

The sum of equations (4.185)-(4.188) shows that $P=P_{S}+P_{E}+P_{I}+P_{R}$ is a constant. Hence we do not need to include the equation for $P_{R}$ in our analysis, which is crucial since the $P_{R}$ component would have introduced positive eigenvalues. The maangces corresponding to (4.1) are then

$$
\begin{align*}
& F_{0}=\left(\begin{array}{l}
\Lambda \\
0 \\
0
\end{array}\right), \quad F_{1}=\left(\begin{array}{cccc}
-\frac{\Lambda}{P}-r_{\mathrm{vac}} & 0 & 0 \\
0 & -\frac{\Lambda}{P}-\frac{1}{T_{\mathrm{lat}}} & 0 \\
0 & & \frac{1}{T_{\mathrm{lat}}} & -\frac{\Lambda}{P}-\frac{1}{T_{\mathrm{inf}}}
\end{array}\right),  \tag{4.189}\\
& F_{2}=\left(\begin{array}{cccccccc}
0 & 0 & -\frac{r_{\mathrm{ta}}}{P} & 0 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & \frac{r_{\mathrm{tax}}}{P} & 0 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0
\end{array}\right) . \tag{4.190}
\end{align*}
$$

Since $F_{1}$ is a triangular matrix, its eigenvalues are located on its diagonal, so $\operatorname{Re}\left(\lambda_{1}\right)=-\Lambda / P-\min \left\{r_{\text {vac }}, 1 / T_{\text {lat }}, 1 / T_{\text {inf }}\right\}$. Furthermore we can bound $P / \sqrt{3} \leq$

$$
\left\|u_{\text {in }}\right\| \leq P,\left\|F_{0}\right\|=\Lambda, \text { and }\left\|F_{2}\right\|=\sqrt{2} r_{\text {tra }} / P, \text { so }
$$

$$
\begin{equation*}
\mathrm{R} \leq \frac{\sqrt{2} r_{\text {tra }}+\sqrt{3} \Lambda / P}{\min \left\{r_{\text {vac }}, 1 / T_{\text {lat }}, 1 / T_{\text {inf }}\right\}+\Lambda / P} \tag{4.191}
\end{equation*}
$$

We see that the condition for guaranteed convergence of Carleman linearization is $\sqrt{2} r_{\text {tra }}<$ $\min \left\{r_{\text {vac }}, 1 / T_{\text {lat }}, 1 / T_{\text {inf }}\right\}-(\sqrt{3}-1)$. Essentially, the Carleman method only converges if the (nonlinear) transmission is sufficiently slower than the (linear) decay.

To assess how restrictive this assumption is, we consider the SEIR parameters used in [126]. Note that they also included separate components for asymptomatic and hospitalized persons, but to simplify the analysis we include both of these components in the $P_{I}$ component. In their work, they considered a city with approximately $P=10^{7}$ inhabitants. In a specific period, they estimated a travel flux ${ }^{6}$ of $\Lambda \approx 0$ individuals per day, latent time $T_{\text {lat }}=5.2$ days, infectious time $T_{\text {inf }}=2.3$ days, and transmission rate $r_{\text {tra }} \approx 0.13$ days $^{-1}$. We let the initial condition be dominated by the susceptible component so that $\left\|u_{\text {in }}\right\| \approx P$, and we assume ${ }^{7}$ that $r_{\text {vac }}>1 / T_{\text {lat }} \approx 0.19$ days $^{-1}$. With the stated parameters, a direct calculation gives $\mathrm{R}=0.956$, showing that the assumptions of our algorithm can correspond to some real-world problems that are only moderately nonlinear.

While the example discussed above has only a constant number of variables, this example can be generalized to a high-dimensional system of ODEs that models the early

[^10]spread over a large number of cities with interaction, similar to what is done in [128] and [129].

Other examples of high-dimensional ODEs arise from the discretization of certain PDEs. Consider, for example, equations for $\mathbf{u}(\mathbf{r}, t)$ of the type

$$
\begin{equation*}
\partial_{t} \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\beta \mathbf{u}=\nu \nabla^{2} \mathbf{u}+\mathbf{f} \tag{4.192}
\end{equation*}
$$

with the forcing term $f$ being a function of both space and time. This equation can be cast in the form of (4.1) by using standard discretizations of space and time. Equations of the form (4.192) can represent Navier-Stokes-type equations, which are ubiquitous in fluid mechanics [118], and related models such as those studied in [130, 131, 132] to describe the formation of large-scale structure in the universe. Similar equations also appear in models of magnetohydrodynamics (e.g., [133]), or the motion of free particles that stick to each other upon collision [134]. In the inviscid case, $\nu=0$, the resulting Euler-type equations with linear damping are also of interest, both for modeling micromechanical devices [135] and for their intimate connection with viscous models [136].

As a specific example, consider the one-dimensional forced viscous Burgers equation

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u=\nu \partial_{x}^{2} u+f \tag{4.193}
\end{equation*}
$$

which is the one-dimensional case of equation (4.192) with $\beta=0$. Equation (4.193) is often used as a simple model of convective flow [117]. For concreteness, let the initial condition be $u(x, 0)=U_{0} \sin \left(2 \pi x / L_{0}\right)$ on the domain $x \in\left[-L_{0} / 2, L_{0} / 2\right]$, and use

Forced VBE solution with $\mathrm{Re}=20.00, n_{x}=16, n_{t}=4000, \mathrm{R}=43.59$




Figure 4.1: Integration of the forced viscous Burgers equation using Carleman linearization on a classical computer (source code available at https://github.com/ hermankolden/CarlemanBurgers). The viscosity is set so that the Reynolds number $\operatorname{Re}=U_{0} L_{0} / \nu=20$. The parameters $n_{x}=16$ and $n_{t}=4000$ are the number of spatial and temporal discretization intervals, respectively. The corresponding Carleman convergence parameter is $\mathrm{R}=43.59$. Top: Initial condition and solution plotted at a third of the nonlinear time $\frac{1}{3} T_{\mathrm{nl}}=\frac{L_{0}}{3 U_{0}}$. Bottom: $l_{2}$ norm of the absolute error between the Carleman solutions at various truncation levels $N$ (left), and the convergence of the corresponding time-maximum error (right).

Dirichlet boundary conditions $u\left(-L_{0} / 2,0\right)=u\left(L_{0} / 2,0\right)=0$. We force this equation using a localized off-center Gaussian with a sinusoidal time dependence, ${ }^{8}$ given by $f(x, t)=$ $U_{0} \exp \left(-\frac{\left(x-L_{0} / 4\right)^{2}}{2\left(L_{0} / 32\right)^{2}}\right) \cos (2 \pi t)$. To solve this equation using the Carleman method, we discretize the spatial domain into $n_{x}$ points and use central differences for the derivatives to get

$$
\begin{equation*}
\partial_{t} u_{i}=\nu \frac{u_{i+1}-2 u_{i}+u_{i-1}}{\Delta x^{2}}-\frac{u_{i+1}^{2}-u_{i-1}^{2}}{4 \Delta x}+f_{i} \tag{4.194}
\end{equation*}
$$

with $\Delta x=L_{0} /\left(n_{x}-1\right)$. This equation is of the form (4.1) and can thus generate the Carleman system (4.6). The resulting linear ODE can then be integrated using the forward Euler method, as shown in Figure 4.1. In this example, the viscosity $\nu$ is defined such that the Reynolds number $\operatorname{Re}:=U_{0} L_{0} / \nu=20$, and $n_{x}=16$ spatial discretization points were sufficient to resolve the solution. The figure compares the Carleman solution with the solution obtained via direct integration of (4.194) with the forward Euler method (i.e., without Carleman linearization). By inserting the matrices $F_{0}, F_{1}$, and $F_{2}$ corresponding to equation (4.194) into the definition of $R$ (4.2), we find that $\operatorname{Re}\left(\lambda_{1}\right)$ is indeed negative as required, given Dirichlet boundary conditions, but the parameters used in this example result in $\mathrm{R} \approx 44$. Even though this does not satisfy the requirement $\mathrm{R}<1$ of the QCL algorithm, we see from the absolute error plot in Figure 4.1 that the maximum absolute error over time decreases exponentially as the truncation level $N$ is incremented (in this example, the maximum Carleman truncation level considered is $N=4$ ). Surprisingly, this suggests that in this example, the error of the classical Carleman method converges exponentially with $N$, even though $\mathrm{R}>1$.

[^11]
### 4.7 Discussion

In this chapter we have presented a quantum Carleman linearization (QCL) algorithm for a class of quadratic nonlinear differential equations. Compared to the previous approach of [74], our algorithm improves the complexity from an exponential dependence on $T$ to a nearly quadratic dependence, under the condition $R<1$ as defined in (4.2). Qualitatively, this means that the system must be dissipative and that the nonlinear and inhomogeneous effects must be small relative to the linear effects. We have also provided numerical results suggesting the classical Carleman method may work on certain PDEs that do not strictly satisfy the assumption $\mathrm{R}<1$. Furthermore, we established a lower bound showing that for general quadratic differential equations with $R \geq \sqrt{2}$, quantum algorithms must have worst-case complexity exponential in $T$. We also discussed several potential applications arising in biology and fluid and plasma dynamics.

It is natural to ask whether the result of Theorem 4.1 can be achieved with a classical algorithm, i.e., whether the assumption $\mathrm{R}<1$ makes differential equations classically tractable. Clearly a naive integration of the truncated Carleman system (4.6) is not efficient on a classical computer since the system size is $\Theta\left(n^{N}\right)$. But furthermore, it is unlikely that any classical algorithm for this problem can run in time polylogarithmic in $n$. If we consider Problem 4.1 with dissipation that is small compared to the total evolution time, but let the nonlinearity and forcing be even smaller such that $\mathrm{R}<1$, then in the asymptotic limit we have a linear differential equation with no dissipation. Hence any classical algorithm that could solve Problem 4.1 could also solve non-dissipative linear differential equations, which is a BQP-hard problem even when the dynamics are
unitary [137]. In other words, an efficient classical algorithm for this problem would imply efficient classical algorithms for any problem that can be solved efficiently by a quantum computer, which is considered unlikely.

Our upper and lower bounds leave a gap in the range $1 \leq R<\sqrt{2}$, for which we do not know the complexity of the quantum quadratic ODE problem. We hope that future work will close this gap and determine for which R the problem can be solved efficiently by quantum computers in the worst case.

Furthermore, the complexity of our algorithm has nearly quadratic dependence on $T$, namely $T^{2} \operatorname{poly}(\log T)$. It is unknown whether the complexity for quadratic ODEs must be at least linear or quadratic in $T$. Note that sublinear complexity is impossible in general because of the no-fast-forwarding theorem [33]. However, it should be possible to fast-forward the dynamics in special cases, and it would be interesting to understand the extent to which dissipation enables this.

The complexity of our algorithm depends on the parameter $q$ defined in Theorem 4.1, which characterizes the decay of the final solution relative to the initial condition. This restricts the utility of our result, since we must have a suitable initial condition and terminal time such that the final state is not exponentially smaller than the initial state. However, it is unlikely that such a dependence can be significantly improved, since renormalization of the state can be used to implement postselection, which would imply the unlikely consequence $\mathrm{BQP}=\mathrm{PP}$ (see Section 8 of [53] for further discussion). As discussed in the introduction, the solution of a homogeneous dissipative equation necessarily decays exponentially in time, so our method is not asymptotically efficient. However, for inhomogeneous equations the final state need not be exponentially smaller
than the initial state even in a long-time simulation, suggesting that our algorithm could be especially suitable for models with forcing terms.

It is possible that variations of the Carleman linearization procedure could increase the accuracy of the result. For instance, instead of using just tensor powers of $u$ as auxiliary variables, one could use other nonlinear functions. Several previous papers on Carleman linearization have suggested using multidimensional orthogonal polynomials [73, 138]. They also discuss approximating higher-order terms with lower-order ones in (4.6) instead of simply dropping them, possibly improving accuracy. Such changes would however alter the structure of the resulting linear ODE, which could affect the quantum implementation.

The quantum part of the algorithm might also be improved. In this chapter we limit ourselves to the first-order Euler method to discretize the linearized ODEs in time. This is crucial for the analysis in Lemma 4.3, which states the global error increases at most linearly with $T$. To establish this result for the Euler method, it suffices to choose the time step (4.65) to ensure $\|I+A h\| \leq 1$, and then estimate the growth of global error by (4.92). However, it is unclear how to give a similar bound for higher-order numerical schemes. If this obstacle could be overcome, the error dependence of the complexity might be improved.

It is also natural to ask whether our approach can be improved by taking features of particular systems into account. Since the Carleman method has only received limited attention and has generally been used for purposes other than numerical integration, it seems likely that such improvements are possible. In fact, the numerical results discussed in Section 4.6 (see in particular Figure 4.1) suggest that the condition $R<1$ is not a
strict requirement for the viscous Burgers equation, since we observe convergence even though $R \approx 44$. This suggests that some property of equation (4.193) makes it more amenable to Carleman linearization than our current analysis predicts. We leave a detailed investigation of this for future work.

A related question is whether our algorithm can efficiently simulate systems exhibiting dynamical chaos. The condition $R<1$ might preclude chaos, but we do not have a proof of this. More generally, the presence or absence of chaos might provide a more finegrained picture of the algorithm's efficiency.

When contemplating applications, it should be emphasized that our approach produces a state vector that encodes the solution without specifying how information is to be extracted from that state. Simply producing a state vector is not enough for an end-to-end application since the full quantum state cannot be read out efficiently. In some cases in may be possible to extract useful information by sampling a simple observable, whereas in other cases, more sophisticated postprocessing may be required to infer a desired property of the solution. Our method does not address this issue, but can be considered as a subroutine whose output will be parsed by subsequent quantum algorithms. We hope that future work will address this issue and develop end-to-end applications of these methods.

Finally, the algorithm presented in this chapter might be extended to solve related mathematical problems on quantum computers. Obvious candidates include initial value problems with time-dependent coefficients and boundary value problems. Carleman methods for such problems are explored in [83], but it is not obvious how to implement those methods in a quantum algorithm. It is also possible that suitable formulations of problems in nonlinear optimization or control could be solvable using related techniques.

## Chapter 5: Conclusion and future work

In this dissertation, we developed an understanding of quantum algorithms for differential equations concerning their design, analysis, and applications.

In Chapter 2, we have presented high-precision quantum algorithms to solve linear, time-dependent, $d$-dimensional systems of ordinary differential equations. Specifically, we showed how to employ a global approximation based on the spectral method as an alternative to the more straightforward finite difference method. Compared to the previous work [52], our algorithm improves the complexity of solving time-dependent linear differential equations from $\operatorname{poly}(1 / \epsilon)$ to $\operatorname{poly}(\log (1 / \epsilon))$.

In Chapter 3, we have presented high-precision quantum algorithms for $d$-dimensional partial differential equations. We developed quantum adaptive finite difference methods for Poisson's equation, and generalized the quantum spectral method for general secondorder elliptic equations. Whereas previous algorithms scaled as poly $(d, 1 / \epsilon)$, our algorithms scale as $\operatorname{poly}(d, \log (1 / \epsilon))$.

In Chapter 4, we have presented the first efficient quantum algorithm for a class of nonlinear differential equations, exponentially improving the dependence of the evolution time over previous quantum algorithms. The key ingredient we adopted and modified is the Carleman linearization, which provides a long-time stable linear approximation to the
nonlinear system. We developed quantum Carleman linearization (QCL) for dissipative nonlinear differential equations provided the condition $R<1$. Here the quantity $R$ is used to quantify the $\ell_{2}$ relative strength of the nonlinearity and forcing to the linear dissipation. The complexity of this approach is $\left.\widetilde{( } T^{2} q / \epsilon\right)$, where $T$ is the evolution time, $\epsilon$ is the allowed error, and $q$ measures the decay of the solution. Moreover, We also provided a quantum lower bound for the worst-case exponential time complexity of simulating general nonlinear dynamics given $R \geq \sqrt{2}$. Beyond the worst-case complexity analysis, the numerical experiments for the Burgers equation revealed that Carleman linearization could be practicable for certain nonlinear problems even for larger $R$.

Our work has raised enthusiasm from the communities in quantum physics, computer science, applied mathematics, fluid and plasma dynamics, and other fields. Detailed open questions and future directions followed by each topic can be found in the discussion sections in Chapter 2, Chapter 3, and Chapter 4. In general, it is great interest for us to find answers to the following questions:

From the aspect of theories, can we offer exponential quantum speedups for more general differential equations with provable guarantees? It is possible that the assumptions on the models can be relaxed. For linear ODEs and PDEs, we wonder if we can develop high-precision quantum algorithms under weaker smoothness assumptions, and if we can relax the elliptic condition for second-order linear PDEs. And for nonlinear differential equations, we wonder whether the weak nonlinearity condition $R<1$ can be relaxed. Numerical results in Chapter 4 suggest that $R<1$ is not a strict requirement for the viscous Burgers equation, since we observe convergence even though $R \approx 44$. This suggests that some properties of nonlinear systems make them more amenable to Carleman
linearization than our current analysis predicts. We also wonder whether the complexity of quantum algorithms for quadratic ODEs $\widetilde{\left(T^{2} q / \epsilon\right) \text { can be improved. It is implausible to }}$ significantly reduce the dependence on $q$, since renormalization of the state can implement postselection, which could imply the unlikely consequence $\mathrm{BQP}=\mathrm{PP}$. The error dependence might be improved if the quantum adaptive FDM or the quantum spectral method could be applied to the nonlinear case, as a rigorous bound on the condition number of the resulting quantum linear system is required. It is unclear whether a linear or even sublinear dependence on $T$ is achievable. While there is a no-fast-forwarding theorem for Hamiltonian simulations, it might be feasible to fast-forward certain initial and boundary value problems of linear and nonlinear differential equations. Despite that previous studies focus on the performance in terms of the worst-case error, we may find further improvements when considering the average-case error with random initial inputs of typical differential equations. Finally, it is also likely that the techniques presented in this dissertation could inspire new quantum algorithms for related problems in optimization, control, and machine learning.

From the aspect of applications, can we investigate end-to-end quantum applications for differential equations and related real-world problems? For the preprocessing procedure, we are concerned with how to efficiently prepare the initial states by loading classical data. The ability to prepare such quantum states requires the implementation of quantum random access memory (qRAM), which is widely thought to be impractical. But for some particular initial conditions such as the Gaussian distribution, it is promising to generate the initial states by a certain efficient routine instead of involving qRAM. For the postprocessing procedure, we are of great interest in extracting meaningful classical
observables of practical interest. Typical instances include the scattering cross section from a wave propagation, and the free energy from a physical or biological system. Our algorithms only produce a state vector that encodes the solution, which is not enough for an end-to-end application since the full quantum state cannot be read out efficiently. In some circumstances, it may be able to extract useful information by sampling a simple observable, whereas in other cases, more sophisticated postprocessing may be required to infer the desired property of the solution. For producing such classical readouts by quantum computers, we can investigate the complexity and figure out whether an exponential quantum speedup is possible. In addition, we are interested in the smallest system that could be used to demonstrate proof-of-principle versions of these algorithms. It is of great interest to estimate the implementation cost (e.g. the one- or two-qubit gate counts) for early fault-tolerant quantum computers. We hope that future work will address these issues toward end-to-end applications.
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[^0]:    ${ }^{1}$ The HHL algorithm uses the quantum phase estimation (QPE) [62] to estimate the eigenvalues. More details can be found in [1].

[^1]:    ${ }^{1}$ This chapter is based on the paper [54].

[^2]:    ${ }^{2} A(t)$ is modeled by a sparse matrix oracle $O_{A}$ that, on input $(j, l)$, gives the location of the $l$-th nonzero entry in row $j$, denoted as $k$, and gives the value $A(t)_{j, k}$.

[^3]:    ${ }^{1}$ This chapter is based on the paper [59].

[^4]:    ${ }^{2}$ For instance, $A_{j_{1} j_{2}}(\boldsymbol{x})$ is modeled by a sparse matrix oracle that, on input $(m, l)$, gives the location of the $l$-th nonzero entry in row $m$, denoted as $n$, and gives the value $A_{j_{1} j_{2}}(\boldsymbol{x})_{m, n}$.

[^5]:    ${ }^{1}$ This chapter is based on the paper [81].

[^6]:    ${ }^{2}$ For instance, $F_{1}$ is modeled by a sparse matrix oracle $O_{F_{1}}$ that, on input $(j, l)$, gives the location of the $l$-th nonzero entry in row $j$, denoted as $k$, and gives the value $\left(F_{1}\right)_{j, k}$.

[^7]:    ${ }^{3}$ In fact, one can show that any $\gamma \in\left(\frac{1}{r_{+}}, \frac{1}{\left\|u_{\text {in }}\right\|}\right)$ suffices to satisfy (4.3) and (4.4).

[^8]:    ${ }^{4}$ More concretely, we take $v_{\max }=\max \left\{v_{0}, v\left(t^{*}\right)\right\}$ that upper bounds $v(t)$ on the domain $\left[0, t^{*}\right)$, in which $v\left(t^{*}\right)$ is a finite value since $v_{0}<w_{0}$. Then there exists a terminal time $T$ such that $w(T)=2 v_{\max }$, and hence $K(T)=w(T) / v(T) \geq 2$.

[^9]:    ${ }^{5}$ Also note that the QCL algorithm might provide an advantage over classical computation for homogeneous equations in cases where only evolution for a short time is of interest.

[^10]:    ${ }^{6}$ Since we require that $u(t)$ does not approach 0 exponentially, we can assume that the travel flux is some non-zero, but small, value, e.g., $\Lambda=1$ individual per day.
    ${ }^{7}$ This example arguably corresponds to quite rapid vaccination, and is chosen here such that R remains smaller than one, as required to formally guarantee convergence of the Carleman method. However, as shown in the upcoming example of the Burgers equation, larger values of R might still allow for convergence in practice, suggesting that our algorithm might handle lower values of the vaccination rate.

[^11]:    ${ }^{8}$ Note that this forcing does not satisfy the general conditions for efficient implementation of our algorithm since it is not sparse. However, we expect that the algorithm can still be implemented efficiently for a structured non-sparse forcing term such as in this example.

