Efficient rate-adaptive reconciliation for continuous-variable quantum key distribution
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Reconciliation is one of the most important information post-processing steps in continuous-variable quantum key distribution (CV-QKD) \cite{1}, which is used to make the legitimate parities extract the same keys from their related variables. The reconciliation step is divided into two parts. First, using some reconciliation methods to convert continuous variables into discrete variables. And then using certain error correction codes to correct all the errors on these discrete variables. In CV-QKD protocol, there are two mainly applied reconciliation methods, which are slice reconciliation \cite{2} and multidimensional reconciliation \cite{3}. Slice reconciliation is used in the short distance CV-QKD, while multidimensional reconciliation is used in the long distance CV-QKD. Multi-edge type low density parity check (MET-LDPC) code is a kind of liner error correction codes, whose performance is close to the Shannon’s limit. Currently, for the signal-to-noise ratio (SNR) around 0.029, the reconciliation efficiency could reach 96.9\% \cite{4} when using multidimensional reconciliation and MET-LDPC codes with a rate of 0.02.

However, the code mentioned above just applicable to the single SNR. When the practical SNR is less than 0.029, the code will fail to correct errors. When the practical SNR is higher than 0.029, the efficiency will be reduced. Both of the cases will reduce the key rates of the CV-QKD protocol. Practically, quantum channel is a time-varying channel whose SNR may vary from 0.028 to 0.03, or even greater deviation. Thus, only one code can not support the full practical application.

To solve this problem, we propose an efficient rate-adaptive reconciliation protocol which changes the code rate to adapt the SNR of time-varying channel. The protocol is implemented by adding punctured bits and shortened bits into the code, where punctured bits increase the original code rate and shortened bits decrease the original code rate. For the problems mentioned above, we use the rate-adaptive reconciliation protocol to change the original code rate according to the practical SNR. The results are shown in table 1, in which for the reconciliation by using the original code, when the practical SNR is less than 0.029, the original code will fail to correct errors. When the practical SNR is higher than 0.029, the reconciliation efficiency of the original code will decrease. However, regardless of the SNR higher than 0.029 or less than 0.029, the performance of the rate-adaptive reconciliation is almost not decreased (close to 96.9\%). In conclusion, the rate-adaptive reconciliation protocol can be applied to a wider range of SNR with only slight deviation of reconciliation efficiency, which will improve the robustness of practical CV-QKD systems.
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\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
SNR & R & $\beta$ & $\beta^o$ & SNR & R & $\beta$ & $\beta^o$ \\
\hline
0.0277 & 0.0190 & 96.40\% & 0\% & 0.0299 & 0.0205 & 96.46\% & 94.11\% \\
0.0280 & 0.0192 & 96.38\% & 0\% & 0.0306 & 0.0210 & 96.59\% & 91.99\% \\
0.0286 & 0.0196 & 96.36\% & 0\% & 0.0314 & 0.0215 & 96.40\% & 89.68\% \\
\hline
\end{tabular}
\caption{Performance comparison of the rate-adaptive reconciliation and the reconciliation by using the original code. SNR: practical signal-to-noise ratio. R: the code rate after rate-adaptive. $\beta$: reconciliation efficiency of the rate-adaptive code. $\beta^o$: reconciliation efficiency of the original code.}
\end{table}

References

\begin{enumerate}
\end{enumerate}