Abstract

Device-independent (DI) cryptography aims at achieving security that holds irrespective of the quality, or trustworthiness, of the physical devices used in the implementation of the protocol. Such a surprisingly high level of security is made possible due to the phenomena of quantum non-locality. The lack of any a priori characterisation of the device used in a DI protocol makes proving security a challenging task. Indeed, proofs for, e.g., DI quantum key distribution (DIQKD) were only achieved recently and result in far from optimal key rates while being quite complex.

In this work we show that a newly developed tool, the “entropy accumulation theorem” of Dupuis et al. [1], can be effectively applied to give fully general proofs of DI security that yield essentially tight parameters for a broad range of DI tasks. At a high level our technique amounts to establishing a reduction to the scenario in which the untrusted device operates in an identical and independent way in each round of the protocol. This makes the proof much simpler and allows us to achieve significantly better quantitative results for the case of general quantum adversaries.

As concrete applications we give simple and modular security proofs for DIQKD and randomness expansion protocols based on the CHSH inequality. For both tasks we establish essentially optimal key rates and noise tolerance that are much higher than what was known before. Our results considerably decrease the gap between theory and experiments, thereby marking an important step towards practical DI protocols and their implementations.

Motivation – proving device-independent security

Device-independent (DI) cryptographic protocols aim at achieving an unprecedented level of security: guarantees that hold (almost) irrespective of the quality, or trustworthiness, of the complex physical devices used to implement the protocol. Security in such protocols is based on the statistics observed by the honest parties when running the protocol, which allow them to decide whether the possibly faulty or even malicious devices used pose any security risk.

As an example, consider the task of DI quantum key distribution (DIQKD). There, the honest parties, called Alice and Bob, share a two-component device (one held by Alice; the other by Bob). The manufacturer of the device claims that it will produce (with high probability) identical and secret keys, unknown even to her, as the result of alleged measurements made by the device on the quantum state it contains. In the DI setting Alice and Bob (and perhaps even the manufacturer herself) cannot open the device and assess whether it works as claimed; they must therefore treat the device as a black box with which they can only interact according to the protocol. The protocol should thus be “strong enough” such that its security can be proven based on those interactions alone.

It is already well known that DI protocols are made possible due to quantum non-locality and Bell inequalities [2,3] (see also [5,6] for excellent reviews). In general, a Bell inequality [7] can be thought of as a game played by the honest parties using the device they share. The game has a special “feature” – there exists a quantum non-local strategy (i.e., measuring some entangled state) which achieves a winning probability \( \omega_q \) greater than all classical strategies. Hence, if the honest parties observe that their device wins the game with probability \( \omega_q \) then they conclude that it must be non-local. According to quantum physics the winning probability in a game is directly related to the amount of secret randomness produced during the game [8,9], which can be used to prove security of the relevant protocol.

* Full version is attached.
Indeed, in the past decade (and even earlier) many DI cryptographic protocols, based on this idea, have been considered. A limited list includes QKD \([4,10,11]\), randomness expansion \([8,12,15]\) and amplification \([16,17]\), verified quantum computation \([18,19]\), bit commitment \([20]\) and weak string erasure \([21]\).

Proving security in the DI setting, where very little is known a priori about the underlying quantum systems, is often challenging. One assumption commonly used \([10,22–30]\) to simplify this task is that the device held by the honest parties makes the same measurements on identical (and independent) quantum states in every round of the protocol \(i \in [n]\). This implies that the device is initialised in some (unknown) state of the form \(\rho^\otimes n\), i.e., an independent and identically distributed (i.i.d.) state, and that the measurements have a similar structure. In that case, the total entropy (or “secret randomness”) derived during the protocol by the honest parties can be easily related to the sum of the entropies generated in each round separately.\(^1\) A bound on the entropy accumulated in a single round can usually be derived from the expected winning probability in the game played in that round (i.e., the Bell violation), which in turn can be easily estimated during the protocol in the i.i.d. case using standard Chernoff-type bounds.

Unfortunately, even though quite convenient (and, in many cases, seemingly necessary) for the analysis, the i.i.d. assumption is a very strong one in the DI scenario. In particular, under such an assumption the device cannot use any internal memory (i.e., its actions in one round cannot depend on the previous rounds) or even display time-dependent behavior (due to inevitable imperfections for example). Furthermore, once it is assumed that the honest parties’ state has a tensor product structure, its purification to the adversary can be assumed to have the same structure without loss of generality. Thus, the i.i.d. assumption also heavily restricts the side information available to the adversary.

When considering device-dependent protocols, such as the BB84 protocol \([32]\), de Finetti theorems \([33,34]\) can usually be used to reduce the task of proving security in the most general case to that of proving security with an i.i.d. assumption as described above. Unfortunately, the same theorems cannot be used in the DI case (one reason, for example, is that they depend on the dimension of the underlying states), and while other de Finetti-type theorems \([35,36]\) were developed for the case in which the states and measurements are unknown it is still not clear how to use them in DIQKD. Hence, in the DI setting, one cannot simply reduce a general security proof to one proven under the i.i.d. assumption.

Without this assumption, however, not much is a priori known about the structure of the untrusted device and hence neither about its output. Therefore, security proofs that proved security directly for the most general case had to use far more complicated techniques and statistical analysis compared to the i.i.d. case.\(^2\) For DIQKD, for example, security in the non-i.i.d setting was first established in \([11]\); see also \([37]\), which gives a secure protocol but with vanishing rate and no noise tolerance. A more recent proof of security is given in \([15]\). The security proofs of those works are quite complex and achieve relatively low key rates and noise tolerance (if any).

Our contribution – the results and their importance

In this work we demonstrate that a newly developed tool, the “entropy accumulation theorem” (EAT) \([1]\), can be effectively applied to give proofs of security with essentially tight parameters for a broad range of DI protocols. Our main contribution is a general framework, consisting of a flexible protocol and analysis, for applying the EAT to establish quantitative results on DI security.

Our technique amounts to establishing a reduction to the i.i.d. setting, in a way that is virtually lossless in terms of parameters. As a consequence we are able to extend the tight results known for e.g. DIQKD under the i.i.d. assumption to the most general setting. Our technique is simpler and allows for more modular protocols than previous ad-hoc approaches. As more and more DI protocols are being proposed it is highly important to have a simple, yet strong, proof technique to prove security.

The significance of our quantitative results is twofold. First, they establish the a priori surprising result

---

\(^1\)Formally the bound can be calculated using the quantum asymptotic equipartition \([31]\) for example.

\(^2\)This led to clearly sub-optimal proofs both in terms of modularity and of the parameters achieved (e.g., key rates or amount of tolerable noise).
Figure 1: Key rates of our DIQKD protocol as a function of the number of rounds $n$ (left) and the error rate $Q$ (right). For the technical details see Section 5.5 in the main text.

that general quantum adversaries do not force weaker rates, i.e., it is possible to achieve rate vs. noise tradeoffs which are as good as those achieved in much more restricted settings (such as under the i.i.d. assumption). Second, our rates considerably decrease the gap between theory and experiments, thereby marking an important step towards practical DI protocols and their implementation.

We provide two concrete applications. To begin with, we consider a DIQKD protocol based on the CHSH inequality [38] and prove its security. The achieved key rate and noise tolerance are significantly higher than in previous works (see figure). For large enough $n$, the key rate as a function of the noise tolerance essentially coincides with the optimal result of [10], derived for the restricted i.i.d. and asymptotic case (i.e., when the device is used $n \to \infty$ times). In particular, as in [10], we show that the protocol can tolerate up to the optimal error rate of 7.1% while still producing a positive key rate. (For comparison in [11] the maximal noise tolerance was 1.6%). Moreover, the achieved key rates are comparable to those achieved in device-dependent QKD protocols [39,40] already from $n = 10^6$.

As a second application we consider a randomness expansion protocol based on the CHSH inequality. Here as well, we obtain an expansion rate which essentially matches the optimal rate achieved in [8] against classical adversaries only, while our result holds against quantum adversaries. This is much better than the rates obtained in previous works [13,15,41].

**Main ideas of the proof.** The main tool used in the proof is the EAT [1]. The EAT can be understood as some kind of a chain rule for the conditional smooth min-entropy, which quantifies how entropy “accumulates” across many random variables generated through a certain iterative quantum processes as long as it fulfils a number of technical conditions (see Section 2.6 in the main text for the details).

Our technical contribution consists in showing how the EAT can be used to provide a complete analysis of security in the DI setting, with the additional benefit of yielding essentially optimal parameters. Towards this we take the following three main steps. First, we propose modular hypothetical protocol that can be considered as a “skeleton” for many DI tasks. This protocol is fine-tuned such that the entropy generated throughout it can be analysed using the EAT, by ensuring that the appropriate conditions are met, and such that it can be used as a building block in the analysis of more complex protocols while preserving strong quantitative results. Next, we combine the results of [10], derived for the i.i.d. case, together with our protocol to get a good lower-bound on the generated entropy rate when using the CHSH inequality. Finally, we show how the hypothetical protocol can be related to actual more complex protocols of interest, such as DIQKD protocols. This relation is used to prove security of a DIQKD protocol we propose, with essentially optimal key rate and noise tolerance.

---

3The noise models of the two works are a bit different; the value of 1.6% is the relevant one after equating the models.
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