Estimating the cost of generic quantum pre-image attacks on SHA-2 and SHA-3
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We investigate the cost of Grover’s quantum search algorithm when used in the context of pre-image attacks
on the SHA-2 and SHA-3 families of hash functions. Our cost model assumes that the attack is run on a surface
code based fault-tolerant quantum computer. Our estimates rely on a time-area metric that costs the number of
logical qubits times the depth of the circuit in units of surface code cycles. As a surface code cycle involves a
significant classical processing stage, our cost estimates allow for crude, but direct, comparisons of classical and
quantum algorithms.

We exhibit a circuit for a pre-image attack on SHA-256 that is approximately 2'4° surface code cycles deep
and requires approximately 2'% logical qubits. This yields an overall cost of 2'%2 logical-qubit-cycles. Likewise
we exhibit a SHA3-256 circuit that is approximately 2'¢ surface code cycles deep and requires approximately
216 Jogical qubits for a total cost of, again, 2*%? logical-qubit-cycles. Both attacks require on the order of 2'%%
queries in a quantum black-box model, hence our results suggest that executing these attacks may be as much as
17 billion times more expensive than one would expect from the simple query analysis. See arXiv:1603.09383

[quant-ph] for a full version of this work.

I. INTRODUCTION

A number of quantum algorithms promise significant
asymptotic speedups compared with their classical counter-
parts [1-3]. While most fields of research will be unaffected
by these algorithms until large quantum computers are built,
cryptography is affected by the possibility of these algorithms
being run at any time in the future. The hardness assump-
tions underlying the public key cryptosystems currently in use
— those related to factoring and variants of the discrete loga-
rithm problem — are violated by quantum adversaries. Quan-
tum Fourier sampling techniques break these cryptosystems in
polynomial time [1, 4]. As a result these cryptosystems can
no longer be considered secure, and ultimately they will have
to be replaced. Some standards bodies have already begun dis-
cussions about transitioning to new public key cryptographic
primitives [5, 6].

Symmetric primitives, by contrast, are weakened but not
necessarily broken by quantum algorithms. The best generic
attacks on symmetric primitives apply Grover’s quantum
search algorithm and achieve a corresponding quadratic im-
provement over exhaustive search in a black-box query model
[2, 7, 8]. Such attacks are not formally efficient, but they do
require a re-evaluation of the concrete security of symmetric
primitives.

A conservative defense against attacks based on Grover’s
algorithm is to compensate for the potential square root loss in
security by doubling the security parameter. This may mean
doubling the key size for a cipher, or doubling the output
length for a hash function. This is a suitable response for
the cryptographer who wants to make worst case assumptions
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about the potential power of quantum computers. Others, how-
ever, may want to know either 1) the exact cost of an attack
based on Grover’s algorithm for a particular parameterization
of a cryptosystem, or 2) the minimal security parameter that
provides “adequate protection” in the sense of [9—11].

Estimating either of these quantities requires close analysis
of the cost of a realistic implementation of Grover’s algorithm.
Overhead is introduced at the logical level by the reversibility
constraint on quantum computations and by the structure of the
Grover iteration itself. Additional overhead may be introduced
by fault-tolerance mechanisms required by a particular model
of quantum computation.

To better understand these issues, we present an estimate of
the cost of performing pre-image attacks on the SHA-2 and
SHA-3 families of hash functions. A similar analysis has been
performed recently for AES [12]. We execute the following
procedure for each hash function. First, we implement the
function as a reversible circuit. We then use a quantum cir-
cuit optimization tool, T-par [13], to minimize the circuit’s
T-count and T'-depth. This is necessary because 1" gates are
expensive in our chosen model of quantum computation. With
the optimized circuit in hand we estimate the cost of executing
Grover’s algorithm on a surface code based quantum com-
puter. A similar analysis was performed by Fowler et al. [14]
to estimate the physical resources required for part of Shor’s
factoring algorithm. Our resource estimates focus on the num-
ber of logical qubits in the fault-tolerant circuit and the overall
depth of the circuit in units of surface code cycles. Each sur-
face code cycle involves the execution of a classical syndrome
decoding routine for every logical qubit. Thus in estimating
these quantities we obtain the cost of a pre-image attack purely
in terms of classical computing resources. Separately, we ob-
tain an estimate for the number of physical qubits required
for the circuit, and an estimate for the wall-clock time of the
computation.
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Our resource estimation methodology takes into account
several of the layers between the high level description of an
algorithm and the physical hardware required for its execution.
Our approach is modular should assumptions about any of
these layers change, and hence it allows one to calculate the
impact of improvements in any particular layer. We illustrate
our method schematically in Fig. 1 and Fig. 2.

II. INTRINSIC COST OF GROVER SEARCHING

Suppose there is polynomial overhead per Grover iteration,
i.e. ©(2"/2) Grover iterations cost ~ k®2¥/2 logical qubit
cycles for some real a independent of k. Then an adversary
who is willing to execute an algorithm of cost 2¢ can use
Grover’s algorithm to search a space of £ bits provided that

k/2 4+ alogy(k) < C. (1)

We define the overhead of the circuit as a and the advantage
of the circuit as k/C'. Note that if we view k as a function of
a and C' then for any fixed a we have

lim k(a,C)/C =2,
C—o0

i.e. asymptotically, Grover’s algorithm provides a quadratic
advantage over classical search. Here we are interested in
non-asymptotic advantages.

If a = 0 then each Grover iteration has cost 1 and k = 2C.
This represents the upper bound for the advantage that can be
attained by circuits based on Grover’s algorithm. However,
as we use a time-area metric for cost, and Grover’s algorithm
requires at least k logical qubits, a more realistic upper bound
on the advantage is provided by taking a = 1.

Even a = 1 assumes that the Grover iteration is of constant
depth, however it requires at least one k-fold controlled-NOT
gate. A single k-fold controlled-NOT, implemented as a cir-
cuit over Clifford+T" gates, has depth ~ log, k [15]. If we
assume that the k-fold controlled-NOT dominates the tempo-
ral overhead of the iteration this yields a > 1.375 for k < 256.
This still neglects some spatial overhead required for magic
state distillation, but ¢ = 1.375 may be used to derive strict
upper bounds, in our cost model, for the advantage of Grover
search.

As an example, the AES-256 circuit from [12] has depth
130929 and requires 1336 logical qubits. This yields overhead
of a =~ 3.423 from the reversible layer alone. In our work,
we determine a via a rigorous cost analysis of a full fault-
tolerant implementation of Grover’s algorithm for pre-image
attacks on the SHA family of cryptographic hash functions.
Before summarizing our results in Table I, we state our main
assumptions.

III. ASSUMPTIONS

We make the following assumptions when performing our
analysis.

SHA-256 SHA3-256
T'-count 1.27 x 104 2.71 x 10%
T-depth 3.76 x 10%3 2.31 x 104!
Logical qubits (circuit) 2402 3200
Surface code distance 43 44
Physical qubits 1.39 x 107 1.94 x 107
Logical qubits (distillation) 3615 3615
Surface code distances {33,13,7} {33,13,7}
Magic state factories 1 13
Physical qubits 1.23 x 107 1.60 x 108
Surface code cycles 2149 2146
Total cost 2162 2162

TABLE I. Fault-tolerant resource counts for Grover search of SHA-
256 and SHA3-256.

Assumption 1. The resources required for any large quantum
computation are well approximated by the resources required
for that computation on a surface code based quantum com-
puter.

Assumption 2. The classical error correction routine for the
surface code on an L x L grid of logical qubits requires an
L x L mesh of classical processors (i.e. Cy = n).

Assumption 3. Each classical processor performs a constant
number of operations per surface code cycle.

Assumption 4. The temporal cost of one surface code cycle
is equal to the temporal cost of one hash function invocation.

Combining the assumptions above we arrive at the follow-
ing metric for comparing the costs of classical and quantum
computations.

Cost Metric 1. The cost of a quantum computation involving
{ logical qubits for a duration of o surface code cycles is
equal to the cost of classically evaluating a hash function { - o
times. Equivalently we will say that one logical qubit cycle is
equivalent to one hash function invocation.

IV. RESULTS AND CONCLUSIONS

We estimated the cost of a quantum pre-image attack on
SHA-256 and SHA3-256 cryptographic hash functions via
Grover’s quantum searching algorithm. We constructed re-
versible implementations of both SHA-256 and SHA3-256
cryptographic hash functions, for which we then optimized
their corresponding 7T-count and depth. We then estimated
the required physical resources needed to run a brute force
Grover search on a fault-tolerant surface code based architec-
ture.

We showed that attacking SHA-256 requires approximately
2149 surface code cycles and that attacking SHA3-256 requires
approximately 2'46 surface code cycles. For both SHA-256
and SHA3-256 we found that the total cost when including
the classical processing increases to approximately 262 basic
operations.
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FIG. 1. Grover searching with an oracle for f : {0,1}* — {0, 1}*.

Our estimates are by no means a lower bound, as they are
based on a series of assumptions. First, we optimized our
T-count by optimizing each component of the SHA oracle
individually, which of course is not optimal. Dedicated op-
timization schemes may achieve better results. Second, we
considered a surface code fault-tolerant implementation, as
such a scheme looks the most promising at present. However
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FIG. 2. Analyzing Grover’s algorithm (mini-flowchart).

it may be the case that other quantum error correcting schemes
perform better. Finally, we considered an optimistic per-gate
error rate of about 10~5, which is the limit of current quantum
hardware. This number will probably be improved in the fu-
ture. Improving any of the issues listed above will certainly
result in a better estimate and a lower number of operations,
however the decrease in the number of bits of security will
likely be limited .
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