Security of continuous-variable quantum key distribution with coarse-grained detector
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Quantum key distribution (QKD) can generate secure keys remotely through an insecure quantum channel, among which continuous-variable (CV) QKD [1, 2] is one of the two main branches. CV-QKD using coherent states [3] shares similar technologies with standard telecommunication systems, however they need to be modified to fulfill the requirements of quantum security. For instance, the homodyne or heterodyne detector should be quantum shot-noise-limited. Therefore, although the theoretical security of a CV-QKD protocol has been proven in many conditions [4–8], the practical security of a system relies on the property of the practical devices.

Among all devices, the receiver’s detector plays a crucial role, since it provides the information of a rough “tomography” of the channel which has presumably been eavesdropped and hence determines the final secret key length. A practical detector consists of two stages, and each has its imperfections. The first is the homodyne or heterodyne detection, which has finite detection efficiency, electronics noise and the saturation problem of the amplifier. The second is the analog-to-digital (ADC) conversion, which has sampling noise, finite sampling range and finite resolution.

Thus, we model the practical detector as shown in Fig. 1, which consists of three parts. First, the finite detection efficiency and the electronics noise are modeled as a beam splitter, whose transmittance equals the detection efficiency \(\eta_{\text{det}}\), coupling the signal with a thermal noise, whose variance is related to the electronics noise and the sampling noise. The second part is an ideal detector, which outputs the real quadrature measurement result, denoted as \(Y\). The third part is a practical ADC, which only has a finite sampling range (say from \(-R\) to \(R\)) and resolution (say \(L\) digitized bits).

Suppose the ADC’s digitization map is as follows:

\[
Y_D = \begin{cases} 
\frac{1}{2}\Delta - R, & -\infty < Y < \Delta - R; \\
(i + \frac{1}{2})\Delta - R, & i\Delta - R \leq Y < (i + 1)\Delta - R; \\
\frac{1}{2}\Delta + R, & -\Delta + R \leq Y < +\infty,
\end{cases}
\]

where \(1 \leq i < 2^L - 1\). Generally speaking, the extra loss and noise in the first part only influences the performance of the system, which is well studied in previous papers [9]. On the other hand, the coarse-grained property of the third part can affect the security analysis, which if ignored, the practical security of a system may be compromised. This is because in current security analyzes it requires the real quadrature measurement result \(Y\), not the digitized output \(Y_D\) which only contains partial information of \(Y\).

More specifically,

1. The finite sampling range makes \(Y_D\) lack of the information about \(Y\) when it is out of the range \([-R, R]\). Each \(|Y_i| \geq R\) only gives the output \(Y_D = R\) or \(-R\), which makes the estimation of Bob’s variance \(V_B\) smaller than the actual case, and this leads to the underestimation of the excess noise. This may open a security

---

*Corresponding author: hongguo@pku.edu.cn
2. The finite sampling resolution makes $Y_D$ lack of the information about $Y$ within each sampling interval. This also influence the estimation of the covariance matrix.

Here, we propose a method to analyze the security of CV-QKD with a practical ADC under finite-size conditions, which directly comes from the universal composability security analysis given in [8], i.e., a simple modification of the parameter estimation step. The relations between the total data length $n$, ADC sampling range $R$, and the digitized bits $L$ are analyzed. A composition of $(n, R, L)$ suitable for metropolitan area networks is found, which can be achieved with current technologies.

First, we note that in the universal composability security analysis of CV-QKD using Gaussian modulated squeezed states and homodyne detector [7], the above sampling problems are automatically solved, because what the uncertainty principle used is the correlation between Alice and Bob’s final data. The digitization from $Y$ to $Y_D$ only decreases the performance, and will not influence the security. Thus, we only focus on the case of CV-QKD using gaussian modulated coherent states and heterodyne detector [11].

In the universal composability security analysis [8], the secret key length $l$ under collective attack is

\[
l \leq 2n \left[ 2 \hat{H}_{MLE}(U) - f \left( \Sigma_a^{\max}, \Sigma_b^{\max}, \Sigma_c^{\min} \right) \right] - \text{leak}_{EC} - \Delta_{AEP} - \Delta_{ent} - 2 \log(1/\epsilon),
\]

where $\Delta_{AEP}$ and $\Delta_{ent}$ are related to the data length $n$ and the security parameters $\epsilon, \epsilon_{sm}$. $\hat{H}_{MLE}(U)$ is the empirical entropy of $U$. $f$ is the Holevo information between Bob and Eve according to a covariance matrix characterized by the pre-set parameters $\Sigma_a^{\max}, \Sigma_b^{\max}, \Sigma_c^{\min}$.

The key step of universal composability security analysis is the parameter estimation test, in which Alice first estimates the parameters as following:

\[
\gamma_a := \frac{1}{2n} \left[ 1 + 2 \frac{\log(36/\epsilon_{PE})}{n} \right] ||X||^2 - 1,
\]

\[
\gamma_b := \frac{1}{2n} \left[ 1 + 2 \frac{\log(36/\epsilon_{PE})}{n} \right] ||Y||^2 - 1,
\]

\[
\gamma_c := \frac{1}{2n} \langle X, Y \rangle - 5 \frac{\log(8/\epsilon_{PE})}{n^3} \left( ||X||^2 + ||Y||^2 \right),
\]

where $X$ is Alice’s ideal data. Then she compares these three values with the pre-set parameters $\Sigma_a^{\max}, \Sigma_b^{\max}, \Sigma_c^{\min}$. If the condition $[\gamma_a \leq \Sigma_a^{\max}] \land [\gamma_b \leq \Sigma_b^{\max}] \land [\gamma_c \geq \Sigma_c^{\min}]$ is fulfilled, then the secret key length will be the same as Eq. (2). Otherwise, the protocol aborts (PE test fails).

In the above parameter estimation step, $\gamma_a, \gamma_b, \gamma_c$ should be calculated from the real quadrature measurement result $Y$[12]. Since we only have the digitized data $Y_D$, thus we propose to use the following modification methods of the data $Y_D$ to give an upper bound of $\gamma_b$ and a lower bound of $\gamma_c$.

1) To calculate the upper bound of $\gamma_b$, each $Y_D$ should be modified to reach the upper bound of $||Y||^2$ even if it is infinity:

\[
Y_D' = \begin{cases} -\infty, & Y_D = \frac{1}{2} \Delta - R; \\ Y_D - 2 \Delta, & Y_D < Y_D < 0; \\ Y_D + 2 \Delta, & Y_D > 0; \\ +\infty, & Y_D = -\frac{1}{2} \Delta + R. \\ \end{cases}
\]

2) To calculate the lower bound of $\gamma_c$, if $X < 0$, then $Y_D$ should be modified as

\[
Y_D'' = \begin{cases} Y_D + \frac{1}{2} \Delta, & Y_D < Y_D; \\ Y_D = \frac{1}{2} \Delta + R. \\ \end{cases}
\]

If $X > 0$, then $Y_D$ should be modified as

\[
Y_D'' = \begin{cases} Y_D - \frac{1}{2} \Delta, & Y_D < Y_D; \\ Y_D = \frac{1}{2} \Delta - R. \\ \end{cases}
\]

Then use the upper and lower bounds to do the PE test. After the above modification, to ensure a high probability of passing the PE test, the pre-set parameters $\Sigma_a^{\max}, \Sigma_b^{\max}, \Sigma_c^{\min}$ should choose a worse case, which will decrease the secret key length. In this way, the calculated secret key length is secure under the practical ADC condition.

One could note that, if there is one (or more than one) $Y_D$ is the highest output $R - \frac{1}{2} \Delta$ or the lowest output $-R + \frac{1}{2} \Delta$, then the PE test will fail. Therefore, the sampling range $R$ should be large enough to make the probability of having at least one extreme output $P_{\text{max}}$ enough small, to ensure a high probability of passing the PE test. This means the data length $n$ is no longer the larger the better. If one needs to increase $n$ to suppress the finite-size effect, then $R$ should also be enlarged.

When passes the parameter estimation test, the deviation of $\gamma_b, \gamma_c$ caused by the modification of $Y_D$ is of

![FIG. 2: Secret key rate of different digitized bits $L$ when the data length is fixed as $n = 10^{12}$. $L = 10$ to 16 correspond to the solid lines from left to right.](image-url)
the first order of $\Delta$. Thus, when $R$ increases, the digitized bits $L$ should also be enlarged, to make the $\Delta$ small enough. However, the $L$ and $n$ is constrained by current technologies, one needs to find a trade-off between these three parameters.

Fig. 2 shows the secret key rate $l/n$, when the data length is fixed as $n = 10^{12}$, while the digitized bits $L$ is changed from 10 to 16 (corresponding to the solid lines from left to right respectively). As analyzed above, when $L$ increases, the performance of the protocol gets enhanced.

Fig. 3 shows the secret key rate, when the digitized bits is fixed as $L = 14$, while the data length $n$ changes from $10^8$ to $10^{15}$. $n = 10^8$ to $10^{14}$ corresponding to the solid lines from left to right respectively. $10^{15}$ corresponds to the dashed line. One could find that when the data length is not too large, as $n$ increases, the performance of the protocol increases. However, since the $R$ is fixed, when $n$ is large enough to decrease the probability of passing the PE test, although the transmission distance does not decrease, the secret key rate decreases.

From the above simulation, we can find a realizable composition of $(n, R, L) = (10^{10}, 8\sqrt{V_B}, 14)$, which makes the secret key rate greater than $10^{-3}$ at 40km, a typical distance between two stations of classical fiber communication. For a 1GHz system, it takes around 10s to gathering enough data for post-processing. And a 14-bits commercial ADC with 1GS/s sampling rate is also achievable.

In summary, the coarse-grained property of a heterodyne detector, due to the finite sampling range and resolution of a practical ADC, may open a security loophole of CV-QKD protocol using Gaussian modulated coherent states. We propose a simple modification method of Bob’s data to solve this loophole under the universal composable framework, which enhances the practical security of a CV-QKD system.
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[12] For simplicity, we assume Alice’s data is ideal. The non-ideal case shares a similar modification method as Bob’s.