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Abstract— We present a new learning-based method for
identifying safe and navigable regions in off-road terrains and
unstructured environments from RGB images. Our approach
consists of classifying groups of terrains based on their navi-
gability levels using coarse-grained semantic segmentation. We
propose a bottleneck transformer-based deep neural network
architecture that uses a novel group-wise attention mechanism
to distinguish between navigability levels of different terrains.
Our group-wise attention heads enable the network to explicitly
focus on the different groups and improve the accuracy.
We show through extensive evaluations on the RUGD and
RELLIS-3D datasets that our learning algorithm improves
visual perception accuracy in off-road terrains for navigation.
We compare our approach with prior work on these datasets
and achieve an improvement over the state-of-the-art mIoU
by 6.74-39.1% on RUGD and 3.82-10.64% on RELLIS-3D. In
addition, we deploy our method on a Clearpath Jackal robot.
Our approach improves the performance of the navigation
algorithm in terms of average progress towards the goal by
54.73% and the false positives in terms of forbidden region by
29.96 %. Supplementary materials including code, videos, and a
full technical report are available at gamma.umd.edu/offroad.

I. INTRODUCTIONS

The problem of autonomous navigation [1] has been an
active area of research in robotics. There has been consid-
erable progress in terms of navigating indoor or structured
environments due to advances in computer vision and sensor-
based planning algorithms [2], [3], [4]. Recent developments
in autonomous driving have significantly increased the in-
terest in outdoor navigation [5], [6], where the main focus
is driving on well-paved and clearly defined roadways or
finding obstacles on the road. On the other hand, many
applications corresponding to mining, disaster relief [7],
agricultural robotics [8], or environmental surveying must
navigate in uneven terrains or scenarios that lack structure
or well-identified navigation features.

A key issue in developing autonomous navigation ca-
pabilities in off-road terrain environments is finding safe
and navigable regions that can be used by a robot, which
may correspond to an autonomous vehicle, an autonomous
wheelchair, a surveillance vehicle, or a mobile robot. For
instance, some terrains like concrete or asphalt are highly
navigable, while rocks or gravel may not be navigable. The
underlying navigation system needs to be able to detect
such regions. Moreover, the notion of classifying a safe,
navigable region depends on the size, weight, and dynamics
characteristics of the robot. While a large transport vehicle
can drive on dirt roads or grass, a small mobile robot may
not operate well on natural surfaces covered by grass or
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Fig. 1: We highlight the performance of our algorithm on unstruc-
tured outdoor terrains. We classify the navigable regions (fop) using
our approach on raw RGB images. The first segmentation result is
obtained in the real world from a Clearpath Jackal, while the second
and the third are from the RUGD dataset, on which our model
achieves an accuracy of 83.24 and an improvement of 6.74—39.1%
over prior algorithms.

vegetation. In this paper, our goal is to identify such safe
and navigable regions in unstructured outdoor environments
from RGB images.

A key aspect of classifying appropriate navigable regions
in unstructured environments is using visual perception ca-
pabilities such as semantic segmentation [9], [10]. Semantic
segmentation is a pixel-level task that assigns a label for
every pixel in the image. Prior works in segmentation [11],
[12] have been limited to structured environments [5], [6]
and may not work well, in general, in off-road terrains for
several reasons. First, the distribution of the semantic classes
(rocks, gravel, concrete, asphalt, etc.) in terrains can be long-
tailed, i.e., the number of instances of a large number of
semantic classes is very low. As a consequence, learning-
based segmentation algorithms are unable to learn repre-
sentations of long-tailed categories with few instances and
could be biased towards the categories with more examples.
Furthermore, different terrain classes can be highly similar in
appearance (e.g., concrete and asphalt; water and a puddle)
with overlapping boundaries. This results in similar feature
embeddings for multiple classes that can ultimately result in
wrong classifications.

It has been shown that, in unstructured environments,
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navigation systems may not require fine-grained semantic
segmentation [13], [14]. For example, it is sufficient to
recognize trees and poles as obstacles for collision avoidance
rather than segmenting them individually as different types of
objects, which is a harder problem. A coarser approach that
classifies various types of objects based on their navigation
characteristics is more appropriate for aiding navigation,
which is the focus of our method. Coarse-grained segmen-
tation is segmentation based on the overall categories of the
object instead of what the object is. In general, performing
coarse-grained segmentation could also decrease the error
rate due to its ability to accommodate misclassifications
between similar classes, and it could prevent long-tailed
classes from misguiding the network on majority classes.
Implicitly, the method has to learn how to classify and cluster
different classes at the same time.

Main Results: We present a new learning-based approach for
identifying the navigability of different terrains from RGB
images or videos. Our approach is designed to identify dif-
ferent terrain groups in off-terrain and unstructured outdoor
environments. Our learning algorithm uses a novel deep neu-
ral network with bottleneck transformers as the underlying
architecture. In order to perform coarse-grained segmentation
and address the issue of long-tailed data distribution, we
group terrain classes according to their navigability levels.
We also introduce a novel group-wise attention mechanism,
which consists of several attention heads that help in learning
semantically meaningful representations of these different
groups of terrains. To show the effectiveness of our method,
we deploy it on a Clearpath Jackal robot in an unknown
environment and produce a better navigation outcome than
other perception methods. The key contributions of our work
include:

1) A new strategy for coarse-grained semantic segmenta-
tion for off-road terrains. We show that training deep
neural networks with coarse-grained labels addresses
the issue of long-tailed data distribution.

2) A novel deep neural network architecture using Group-
wise Attention based on bottleneck transformers and
multi-head self-attention. Our method achieves SOTA
performance when classifying different terrains.

3) Integration with an outdoor navigation algorithm on a
robot in real-world scenarios. Our method reaches the
goal in five out of six different routes. We show that
our method outperforms other methods by 54.73% in
average progress towards the goal and reduces the false
positive of forbidden regions by 29.96%.

We evaluate our approach on the RUGD [15] and the
RELLIS-3D [16] datasets, which contain 24 and 20 seman-
tic classes with 8000 and 6000 images, respectively. We
outperform prior methods for semantic segmentation and
navigable regions classifications [10], [17], [9], [18], [19] by
6.74—39.1% on RUGD and 3.82 —10.64% on RELLIS-3D.
We also conduct several ablation experiments that highlight
the benefits of various components of our method.

II. RELATED WORK
A. Navigation in Outdoor Scenes

Prior work in uneven terrain navigation includes tech-
niques for everything from mobile robots [13], [1], [20],
[21] to large vehicles [14], [22], [23]. In these algorithms,
learning the navigation characteristics of the terrain and
its traversability is a crucial step. At a broad level, there
are three types [24] of approaches that are used to deter-
mine the terrain features: 1) proprioceptive-based methods,
2) geometric methods, and 3) appearance-based methods.
The proprioceptive-based methods [25], [26] use frequency
domain vibration information gathered by the robot sensors
to classify the terrains using machine learning techniques.
However, these methods require the robot to navigate through
the region to collect data and assume that a mobile robot has
the ability to navigate over the entire terrain. The geometric-
based methods [23], [22], [27] generally use Lidar and stereo
cameras to gather 3D point cloud and depth information of
the environment. This information can be used to detect the
elevation, slope, and roughness of the environment as well as
obstacles in the surrounding area. Nevertheless, the accuracy
of the detection outcome is usually governed by the range of
the sensors. Appearance-based methods [28] usually extract
road features with SIFT or SURF features and use MLP to
classify a set of terrain classes. Our goal is to compute the
navigable regions from RGB images and is complimentary
to these methods.

B. Semantic Segmentation

Semantic segmentation is an important task in computer
vision that involves assigning a label to each pixel in an
image. The problem has been widely studied in the lit-
erature [29]. Many deep learning architectures have been
proposed, including OCRNet [18], DeepLab [9], and PSPNet
[17]. While most of these architectures work well on struc-
tured datasets like CityScapes, they do not work well for
off-road datasets due to ill-defined boundaries or long-tailed
distribution. Segmentation methods like Global Convolution
Networks [30] are designed to deal with complex boundaries
and do not scale well in terms of performance due to
convoluted and overlapping boundaries that are generally
not found in structured datasets. In contrast, we propose a
novel method that uses bottleneck transformers with group-
wise attention, which has great performance in unstructured
environments.

C. Off-road Datasets

Recent developments in semantic segmentation have
achieved high accuracy on object datasets like PASCAL
VOC [31], COCO [32], and ADE20K [33], as well as
driving datasets like Cityscape [5] and KITTI [6]. On the
other hand, there has not been much work on recognition
or segmentation in unstructured off-road scenes, which is
important for navigation. Perception in an unstructured envi-
ronment is more challenging since many object classes (e.g.,
puddles or asphalt) lack clear boundaries. In addition, the
number of instances of multiple categories is very low, which



TABLE I: Texture-based Terrain Classification: We show an
example of a grouping of terrain classes based on their texture and
navigability. Our approach is general and designed for dynamic
groupings in which different terrains may be re-classified into
different hierarchy levels depending on the type of robot.

Hierarchy level Classes

Smooth Concrete, Asphalt
Navigable Rough Gravel, Grass, Dirt, Sand
Bumpy Rock, Rock Bed
Forbidden Water, Bushes
Obstacles Trees, Poles, Logs, etc.
Background Void, Sky, Sign

leads to a long-tail distribution. RUGD [15] and RELLIS-
3D [16] are two recent datasets available for off-road se-
mantic segmentation. The RUGD dataset consists of various
scenes like trails, creeks, parks, and villages with fine-
grained semantic segmentation annotations. The RELLIS-3D
dataset is derived from RUGD and includes unique terrains
like puddles. In addition, RELLIS-3D includes lidar data and
3D lidar annotations. We use these datasets to evaluate the
performance of our algorithm.

III. UNSTRUCTURED ENVIRONMENTS: LEVELS OF
NAVIGABILITY

There are certain characteristics, e.g., texture, color, tem-
perature, etc., that highlight the differences between various
terrains. For robot navigation, it is important to identify
different terrains based on the navigability of that terrain,
which is indicated by its texture [13], [2], [22]. Furthermore,
there may be terrains with similar textures and navigability
that similarly affect navigation capabilities but may pose
challenges to visual perception systems such as semantic
segmentation (due to the long-tailed distribution problem). In
such cases, it is advantageous to group terrains with similar
navigability into a single category. Given a dataset with C
different semantic classes, we regroup them into G classes
using the following criteria.

Terrain navigability varies for different robot systems.
For instance, large autonomous vehicles may be better able
to navigate on dirt roads than smaller mobile robots that
would find such dirt roads a difficult surface to traverse.
Therefore, our approach is generally designed to identify
different groupings of terrain categories and is not restricted
to a fixed set of groupings. In Table I, we show an example of
a grouping based on terrain texture and other characteristics.
Below, we describe in detail the characteristics of different
terrains based on their texture and navigability.

o Concrete, Asphalt (Smooth): Concrete and asphalt are
smooth terrains and are commonly found in urban roads.
These terrains correspond to the “flat” category in the
grouping provided by the CityScapes [5] autonomous
driving dataset. These terrains are navigable in outdoor
environments [13], and most mobile robots should be
able to navigate in these terrains.

o Gravel, Grass, Dirt, Sand (Rough): These terrains have
been termed as rough on account of the increased

friction encountered while traversing these terrains [2],
[35]. Most existing perception modules in off-road
environments [22], [23] either do not consider these
factors or may conservatively avoid such regions [13],
[21] resulting in a sub-optimal solution, particularly in
off-road navigation environments. In order to handle
a large class of navigation methods, we want to be
able to explicitly distinguish between smooth surfaces
and rough surfaces. For example, in the presence of a
smooth navigable region, a planning algorithm could
prioritize it over a rough navigable region to reduce
energy loss.

o Small rocks, Rock-bed (Bumpy): Autonomous vehicles
or large robots may be able to navigate through rocks,
while smaller robots with weaker off-road capabilities
may face issues in such terrains [13], [22], [23], [3].
We provide a safe and flexible option where the plan-
ning scheme can be customized according to different
scenes and different hardware characteristics of the
robot. Specifically, this level of grouping can be ignored
for off-road robots or vehicles by re-allocating these
terrains to a different navigability group such as rough
(for larger robots) or forbidden (for smaller robots). Our
approach is general and handles dynamic groupings.

o Water, Bushes, etc. (Forbidden Regions): These are
regions that the agent must avoid to prevent damage
to the robot hardware.

o Obstacles: Detecting obstacles such as trees, poles, etc.
is critical for safe navigation. There has been a lot of
work [3], [23], [22] on obstacle and hazardous terrain
detection.

e Background: We use this buffer group to include back-
ground and non-navigable classes, including void, sky,
and sign, that are not commensurate with any of the
earlier definitions.

IV. OVERVIEW

We present GANav, an approach for classifying the nav-
igability of different terrains in off-road environments via
coarse-grained segmentation. The architecture of our deep
neural network is motivated by the Bottleneck Transformer
due to its superior performance over prior state-of-the-art
methods in instance segmentation [36], image classifica-
tion [37], and object detection [32], [34].

To address the limitations of long-tailed distributions of
terrain classes in such environments, our method leverages
group segmentation via a group-wise attention mechanism.
Our mechanism is a combination of group-wise attention
heads and a novel attention loss function. Our approach is
general and can handle dynamic groupings depending on the
robot hardware and terrain classes.

The rest of this section is structured as follows. We begin
by stating our problem in Section IV-A. We then discuss the
various components of our approach, namely the Bottleneck
Transformer-based architecture (Section IV-B), group-wise
attention head (Section IV-C), and an attention-based loss
function (Section IV-D).
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Fig. 2: Architecture of our proposed network GANav: We build on the transformer attention backbone [34] and introduce a novel
group-wise attention head. The group-wise attention loss acts between the multi-head attention outputs corresponding to each group and
the corresponding group-wise binary ground truth to explicitly guide the network towards accurate predictions of different groups.

A. Problem Definition

The input consists of an RGB image I € and
the corresponding ground-truth semantic segmentation labels
Y € Z">W (provided by the dataset) denoting the category
to which each pixel belongs among C' different classes. After
grouping these C' classes into G groups, we obtain new
group-wise labels Yo € Z7*W . For each group, we also
compute the binary mask Yp; € {0,1}>*W fori =1,...,G.
Our goal is to perform semantic segmentation on [ and
compute probability maps P € RE*H*W Each entry in P
is a probability distribution of a pixel in that entry location
belonging to one of the G classes. GG could be dependent on
the nature of the task; for example, an off-road navigation
task should have more fine-grained classes on different types
of roads. In contrast, in the context of collision avoidance, the
focus should be on different kinds of obstacles for location
and moving capabilities.

RBXHXW

B. Bottleneck Transformer

Bottleneck Transformers (BoTs) [34] are a type of deep
neural network (DNN) for feature extraction and are de-
signed as an alternative to the widely used ResNet [34] archi-
tecture via the Multi-Head Self-Attention (MHSA). MHSA,
or self-attention applied on an image feature map, is the main
component of BoTs, contributing to much of their success
over ResNets in computer vision-based tasks. Our approach
uses a BoT-based backbone architecture and leverages the
MHSA module to individually apply self-attention to each
group of terrain classes. Given an input feature vector A;,,
the output self-attention map A,,; is computed as follows:

Ao = softmaz(f(Aim)" () 9(Am))" () h(Aim)

, where f(A;n), g(Ain), h(A;,) represent the key, query,
and value feature maps, respectively, in the self-attention [10]
literature.

The RGB image [ is passed through the BoT feature
extractor to obtain intermediate feature maps, denoted by

F € RPnxHsxWs  This feature map F is reshaped (and
transpositioned) into Fyjq: € RHsWsxDin  which is passed
through the MHSA block with G attention heads. The MHSA
component generates GG attention maps (one for each group),
A, Ao, Ag € [0, 1]HiWsxHi Wy g well as the new
feature maps F,,; € RPoutxHsXWs The final output P €
REXHXW s obtained through a standard procedure of a
segmentation network by a series of 1 x 1 convolutions and
up-sampling from F),,;. In the next section, we will explain
our proposed detection head.

C. Group-wise Attention Mechanism

Attention maps can capture the relevancy between two
pixel locations. Given an attention map A;, its main diagonal
represents the relevance of each location with respect to the
attention head h;. In our detection head, we use MHSA to
extract features F' (blue cuboid in Figure 2) and G attention
maps Aq, As, ..., Ag. As demonstrated in Figure 2, we use
A; as an additional branch in the detection head and train
the detection head to resemble the group distribution by
explicitly guiding each attention map towards a correspond-
ing category using a binary cross-entropy loss. Intuitively,
Aj [2,y) Tepresents the amount of attention that the pixel at
the =" position needs to pay to the pixel at the y" position.
Attention networks thus strive to learn feature maps that
emphasize the relevance between a pair of locations, i.e.,
locations with high relevance have a high softmax score and
vice versa.

D. Attention Loss Function

Based on the structure of our group-wise attention head,
we propose group-wise attention loss. For each attention head
h;, we have its corresponding attention map A; € [0, 1]¥* £,
where L = Hjy x W;. We take the main diagonal of A;
and reshape it to B; € [0,1]%*W using bi-linear image
resizing. Each pixel in B; represents the self-attention score
with respect to h;.



To guide each attention-map in the multi-head self-
attention module, we apply a binary cross-entropy loss
function:

Lea=—) yclog(Bi), )

h,w

where yg € Y. This equation calculates loss between the
predictions of the self-attention output and the corresponding
group’s binary ground truth with respect to a group.

The purpose of group-wise attention loss is not using
attention maps to accurately predict the group’s distribution;
instead, as an intermediate layer, it aims to provide guidance
regarding which region an attention head should focus on for
further classification.

In concurrence with the tradition in segmentation models,
we optimize our network with a multi-class cross-entropy
Loss and an auxiliary loss:

Cross-Entropy Loss: This is the standard semantic segmen-
tation cross-entropy loss, defined as follows:

Lee == yarlog(P), 2)

h,w ceC

where h, w represent the dimensions of the image, C' repre-
sents the number of groups, P denotes the output probability
map, and ygr corresponds to the ground-truth annotations.
Auxiliary Loss via Deep Supervision: Deep supervision
was first proposed in [38] and has been widely used in the
task of segmentation [17], [18], [19]. Adding an existing
good-performing segmentation decoder head like FCN [39]
in parallel to our GA head during training not only provides
strong regularization but also reduces training time.

V. RESULTS AND ANALYSIS
A. Implementation Details

We pre-train the bottleneck transformer backbone on
RUGD [15] and RELLIS-3D [16] and use the weights to
initialize the model for all our experiments. Optimization is
done using a stochastic gradient descent optimizer with a
learning rate of 0.01 and a decay of 0.0005. We adopt the
polynomial learning rate policy with a power of 0.9. We
augment the data with horizontal random flip and random
crop. In the ablations and comparisons, for fairness, we
benchmark all our models at 80K iterations. For the RUGD
dataset, we use a batch size of 8 and a crop size of 300 x 375
(the resolution of the original image is 688 x 550). On the
other hand, for the RELLIS-3D dataset, due to the high
resolution of the image, we train models with a batch size
of 2 and a crop size 375 x 600 (the resolution of the original
image is 1920 x 1600).

B. Evaluation Metrics and Baselines

We evaluate our models on the standard segmentation
metrics: Intersection over Union (IoU), mean IoU (mloU,
IoU averaged over all classes), and average pixel accuracy
(aAcc). We compare our method with the following baseline
methods, all of which have source code and default training
parameters publicly available:

Groups (Accuracy) OCRNet [18] OCR-G GANav (ours)
6 Groups
mean IoU 64.05 76.5 83.24
mean accuracy (per class) 71.77 84.97 89.84
All pixels accuracy 91.47 93.46 94.26
4 Groups
mean IoU 77.95 81.0 82.8
mean accuracy (per class) 84.04 88.0 89.14
All pixels accuracy 93.11 93.7 94.25

TABLE II: Effect of grouping on the RUGD test set: The first
column shows the results of the current SOTA method OCRNet [18]
on the 24-class setting, and the second column shows the results
of OCRNet [18] on our newly proposed taxonomy. We show how
training by grouping can improve the performance of segmentation
models, thus proving that grouping is indeed beneficial. In the
third column, we show that our architecture results in improved
performance over the SOTA.

o PSPNet [17] (2017): Pyramid Scene Parsing Network
(PSPNet) uses a pyramid pooling module to extract
global and local features and makes predictions based
on the aggregated information.

e DeepLabv3+ [9] (2018): The latest version of DeepLab
is DeeepLabv3+, which utilizes an encoder-decoder
structure based on multi-scale atrous convolution oper-
ations and progressive up-sampling during the decoding
stage.

o PSANet [19] (2018): Point-wise Spatial Network
(PSANet) utilizes bi-directional attention maps to ag-
gregate point information.

o« DANet [10] (2019): Dual Attention Network (DANet)
uses ResNet as a backbone and proposes a position
attention module and a channel attention module in the
detection head.

o OCRNet [18] (2020): Object-Contextual Representation
Network (OCRNet) uses relational context information
and a soft object region as an augmentation on the
original features for a better representation of objects
and areas.

C. Effect of Grouping

In this section, we analyze the effect of evaluating models
based on our new taxonomy of classes. The empirical results
are presented in Table II. We measure the effects of grouping
with two grouping strategies relevant to navigation:

¢ 6 Groups: This grouping includes smooth region, rough
region, bumpy region, forbidden region, obstacle, and
background, as described in Section III. This grouping
is useful for smaller robots with less mobility, which
prefer smooth regions to rough and bumpy regions for
navigation.

e 4 Groups: This grouping combines smooth region,
rough region, and bumpy region into navigable region,
and the remaining categories remain the same. This
grouping is used for large vehicles that can traverse
rough and bumpy regions with no issues, but still need
to avoid obstacles and forbidden regions like puddles.



6 Groups

Dataset Methods (IoU) Smooth Region  Rough Region Bumpy Region Forbidden Region Obstacle Background mloU aAcc
PSPNet [17] 48.62 88.92 69.45 29.07 87.98 78.29 67.06 92.85
DeepLabv3+ [9] 5.86 84.99 50.40 25.04 87.50 81.47 55.88 91.51
DANet [10] 2.26 81.47 8.69 15.00 82.54 74.86 44.14  88.81

RUGD OCRNet [18] 66.29 89.47 76.15 59.14 88.77 7907 7650 9346
PSANet [19] 34.92 87.70 35.64 8.66 86.95 78.97 5547 92.13
GANav (ours) 86.00 90.88 80.26 72.82 89.67 79.78 83.24 94.26
PSPNet [17] 69.21 80.99 8.89 53.7 60.7 94.67 61.36  86.01
DeepLabv3+ [9] 65.76 79.84 19.72 47.52 64.88 95.92 62.27 85.84
DANet [10] 72.93 85.18 13.10 60.60 70.53 95.95 66.38  89.11

RELLIS-3D  oCRNet [18] 74.67 83.04 27.76 60.44 62.35 92.58 66.81  86.95
PSANet [19] 64.06 75.29 17.08 47.45 61.74 94.31 59.99 83.17
GANav (ours) 73.63 86.72 29.08 67.33 71.49 95.52 70.63  90.23

4 Groups

Dataset Methods (IoU) Navigable Region Forbidden Region Obstacle Background mloU aAcc
PSPNet [17] 90.22 60.56 88.82 79.06 79.66 9391
DeepLabv3+ [9] 90.47 57.64 89.35 82.33 79.94  94.27
DANet [10] 90.0 66.84 89.19 79.33 81.56 94.18

RUGD OCRNet [18] 89.94 66.29 88.24 79.54 81.0 937
PSANet [19] 90.48 68.92 88.96 79.39 81.94 94.02
GANav (ours) 91.1 71.37 89.28 79.44 828 94.25
PSPNet [17] 79.11 46.94 72.18 94.11 73.09 85.13
DeepLabv3+ [9] 70.36 42.71 74.57 95.39 70.76  82.28
DANet [10] 75.89 43.75 69.27 94.5 70.85 83.26

RELLIS-3D  oCRNet [18] 80.18 4457 73.99 95.17 7348 85.73
PSANet [19] 71.3 46.52 7291 94.94 7291 84.56
GANav (ours) 859 59.67 69.15 95.56 7757 89.8

TABLE III: Comparison with state-of-the-art methods on RUGD and RELLIS-3D test sets: We compare the performance of
our learning method with other methods. Our GANav algorithm improves the state-of-the-art mIoU by 6.74 — 39.1% on RUGD and
3.82 — 10.64% on RELLIS-3D on 6 groups (top). Further, we show that our grouping method can improve the accuracy of classes like
smooth region, bumpy region, and forbidden regions by large margins, thus improving safe navigation. We also highlight the results and
improvements using 4 groups (bottom). We underscore the best and second-best results and bold the best number.

a) Experimental setup: We train one previous SOTA
method, OCRNet [18], and GANav (ours) under two settings:
6 groups and 4 groups. We evaluate ungrouped scenarios
with OCRNet and the grouped scenario on both models.
Note that our method only works in the grouped scenario, as
group-wise attention requires extensive GPU memory with
24 or 20 original classes.

b) Analysis: We show that such a grouping strategy
improves the performance of current semantic segmentation
approaches in off-road terrains by reducing the error rate (or
improving accuracy) in long-tail distributed data. We wish to
emphasize the motivation behind this through an example.
Consider the classes “concrete” and “asphalt”, which are
highly similar. Under the ungrouped setting, classifying them
separately can lead to errors due to homogeneous feature
embeddings. However, under the grouped setting, “asphalt”
and “concrete” are categorized within the same group, thus
providing the network with more flexibility and better mar-
gins for learning feature mappings.

D. Results and State-of-the-art Comparisons
The results on different groups are presented in Table III.
Our method works extremely well on the more complicated

grouping (6 groups). Our architecture improves the state-of-
the-art mIoU and aAcc by 6.74—39.1% and 1.41—5.45% on

RUGD. We notice an improvement of 13.68% on the “for-
bidden regions” group, which is critical for safety applica-
tions. Additionally, improvements of 4.11% and 19.71% on
“bumpy regions” and “smooth regions,” respectively, provide
our network with the ability to facilitate better navigation.
Similarly, on the RELLIS dataset, GANav demonstrates an
improvement of 4.82 — 10.64% and 1.12 — 7.06% on mloU
and aAcc, respectively. Some visualizations for comparison
are provided in Figure 4.

E. Ablation Studies

The ablation studies are presented in Table IV. We conduct
experiments on both RUGD and RELLIS to show the effects
of group-wise attention. We observe that group-wise atten-
tion improves performance (in terms of mIoU) by 8.68% and
7.62% on RUGD and RELLIS-3D, respectively. Using the
smaller number of groups as opposed to training on all 24
classes enables us to define separate attention heads for each
of the groups, which improves the overall performance.

F. Outdoor Navigation

We evaluate GANav segmentation performance in real-
world outdoor scenarios using a Clearpath Jackal robot
mounted with an Intel RealSense camera. The camera has
a field of view (FOV) of 70 degrees. We use an Alienware
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Fig. 3: Qualitative results in the wild: We show the real-world performance of GANav and two SOTA methods with pre-trained models
on RUGD and RELLIS-3D. The green trajectory is the path of the robot in the next 2 seconds based on its current velocity. While other
methods have some false positives on the forbidden region and over-generalize on the rough region (in yellow), our method can correctly

identify different regions and stay on the safest path.

Dataset GW-Attn. mloU mAcc aAcc
7432 8041 9353

RUGD v 8324 8984 946
6301 687 922

RELLIS-3D v 7063 8132 9023

TABLE IV: Ablation studies on the RUGD and RELLIS-3D test
sets. We observe that the group-wise attention mechanism is suc-
cessful in improving mIoU by 8.68% and 7.62% on the RUGD
and RELLIS datasets, respectively.

Measuerment for Navigation PSPNet [17] OCRNet [18] GANav (ours)
Success Rate 0/6 1/6 5/6
Averaged Progress towards Goal 15.92% 31.26% 85.99%
False Positive of Forbidden Region 39.13% 30.84% 0.88%

TABLE V: Navigation results: We compare the performance of our
method with prior algorithms on six different routes. We measure
the real-world performance with the three metrics mentioned above.
The progress to the goal is calculated by using time-until-failure
divided by time-to-goal. The false positive of the forbidden region
is the percentage of the frames that include a misclassified forbidden
region out of all the frames during navigation. We include details
for each route in the supplemental material.

laptop with an Intel 19 CPU (2.90GHz x 12) and an Nvidia
GeForce RTX 2080 GPU mounted on the robot to run
GANav at a rate of 12Hz. We also have a velodyne 3D Lidar
to localize the robot for the DWA [40] planner. We test the
performance of our segmentation network on a variety of
terrains on a university campus, including concrete, grass,
bridges, and more. As shown in Figure 3, our method can
correctly identify different regions.

We apply DWA [40] to plan trajectories for the robot to
reach a user-defined goal. The navigation stops when there
is no viable trajectory based on the perception result. We
test our method on six different routes, and the navigation
results are shown in Table V. Our method is very robust
to new unstructured environments and can safely reach the
goal five out of six times, while other methods cannot reach

PSPNet OCRNet Ours

| e =
e
-u-=

B smooth Region

Image

e

Rough Region [l Bumpy Region B Forbidden Region [l Obstacle . Background

Fig. 4: Qualitative Results: Each row highlights the original image,
ground truth (GT) label, predictions of two SOTA methods, and
prediction of our method. We observe that our method is able
to detect different navigable regions and is robust with respect to
objects with similar colors.

the goal most of the time. We also exceed other methods
in average progress towards goal by 54.73% and reduce the
false positive rate of forbidden regions by 29.96%.

VI. CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

In this paper, we present a learning-based method for
discovering various terrain types in off-road environments
as well as the possibility of a general framework for im-
proving perception accuracy by grouping classes with close
semantic meaning in a specific task. We also propose a novel
segmentation network that can provide robust prediction
and distinguish regions with different semantic meanings
through the use of group-wise attention. We demonstrate
considerable improvement in accuracy over SOTA methods
on complex, unstructured terrain datasets and also show our
method can be used in real-world implementations with the
highest success rate and the lowest number of false positives.

Our approach has some limitations. For example, our
current work focuses on the perception with simple planner
implementation in the real world. As a result, our current



performance analysis is mostly based on perception metrics
and only a few navigation metrics. In addition, we need to
make sure that the data is labeled correctly and consistently.
For example, trees can either be obstacles or background ob-
jects. An annotated dataset might not label them separately.

As part of our future work, we need to consider how to
measure the accuracy of our method with more navigation
metrics. We want to explore how this learning method can be
applied and customized to planning and navigation schemes.
We also need to extend our approach to multiple sensor
inputs.

APPENDIX
VII. BELLS AND WHISTLES
A. Dynamic weighting

Models trained on datasets with long-tailed distribution
of classes can be biased towards the most frequent classes.
There are many techniques [41], [42] to re-weight classes
or effective samples to deal with label corruption and long-
tail distribution by giving priority to rare classes. To assist
the model in learning feature representations for all classes
uniformly, we adapt a weighted cross-entropy loss function
in which the weights are determined by a new dynamic
weighting strategy based on class error rate.

Let the weights at the first epoch be W,;; € RS and the
weights at the 7" epoch be W; € RE. After d more epochs,
the weight update rule is given as:

Wiva =mx Wi+ (1 —m) x (Winit + Wgrror)v 3)

4 . €1[0,1]¢ is the error
rate of each group during the intermediate d epochs.

The momentum term assures that the change in weights is
not drastic. Thus, the dynamic weighting scheme increments
the weights in small steps. Additionally, our method can
adaptively assign weights in accordance with the stage of
training. The usage of the initial weights in the second
term prevents bias towards a specific class. Our dynamic
weighting scheme aims to make small adjustment based
on the initial weighting from the hyper-parameters. With
dynamic weight, we achieve an improvement of 3.76% in
mean accuracy for RELLIS-3D dataset.

where m is the momentum and W<

VIII. MORE NAVIGATION DETAILS AND RESULTS

In this section, we add more details about our real-world
implementation and navigation results. We show an image
of our robot in figure 5.

In table VI, we have a break-down of the navigation results
for each scenario. The only case that our method failed is
when GANav misclassify a brick road as obstacles.

IX. MORE ANALYSIS ON EFFECT OF GROUPING

In this section, we include more comparison results on the
effect of grouping in VII. In most of the case, the grouping
can improve the accuracy drastically up to 61.65% in some
groups. It’s inevitable that for some groups, the performance
degraded within a margin of 3.5%. Overall, with grouping,

Fig. 5: GANav Setup on a Clearpath Jackal Robot.

Scenario  Metrics PSPNet [17] OCRNet [18] GANav (ours)
Reach Goal? v
Route 1  Time-until-Failure (s) 2 4 -
Progress towards Goal (%) 4.44 8.89 100
Reach Goal? v
Route 2 Time-until-Failure (s) 0 6 -
Progress towards Goal (%) 0 15 100
Reach Goal? v
Route 3  Time-until-Failure (s) 0 4 -
Progress towards Goal (%) 0 5.19 100
Reach Goal? v
Route 4 Time-until-Failure (s) 45 40 -
Progress towards Goal (%) 47.87 42.55 100
Reach Goal? v v
Route 5 Time-until-Failure (s) 15 - -
Progress towards Goal (%) 27.27 100 100
Reach Goal?
Route 6  Time-until-Failure (s) 7 7 7
Progress towards Goal (%) 15.91 1591 15.91

TABLE VI: Detailed Navigation Results

we have a higher accuracy during training without losing
the necessary information, as we distinguish all semantically
different labels that are relevant to the task.

X. MORE VISUALIZATIONS IN DIFFERENT SCENARIO

We include more visual results from our methods on
RUGD in figure 6 and RELLIS-3D in figure 7.
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