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The state hidden subgroup problem
and an efficient algorithm for locating unentanglement

Adam Bouland* Tudor Giurgica-Tiron' John Wright!
Stanford University Stanford University, QulCS UC Berkeley

We study a generalization of entanglement testing which we call the “hidden cut problem.”
Taking as input copies of an n-qubit pure state which is product across an unknown bipartition,
the goal is to learn precisely where the state is unentangled, i.e. to determine which of the
exponentially many possible cuts separates the state. We give a polynomial-time quantum
algorithm which can find the cut using O(n/e?) many copies of the state, which is optimal up
to logarithmic factors. Our algorithm also generalizes to learn the entanglement structure of
arbitrary product states. In the special case of Haar-random states, we further show that our
algorithm requires circuits of only constant depth. To develop our algorithm, we introduce a
state generalization of the hidden subgroup problem (StateHSP) which might be of independent
interest, in which one is given a quantum state invariant under an unknown subgroup action,
with the goal of learning the hidden symmetry subgroup. We show how the hidden cut problem
can be formulated as a StateHSP with a carefully chosen Abelian group action. We then prove
that Fourier sampling on the hidden cut state produces similar outcomes as a variant of the
well-known Simon’s problem, allowing us to find the hidden cut efficiently. Therefore, our
algorithm can be interpreted as an extension of Simon’s algorithm to entanglement testing.
We discuss possible applications of StateHSP and hidden cut problems to cryptography and
pseudorandomness.

1 Introduction

Detecting the entanglement properties of states is a central theme in quantum information. In the
standard formulation of product testing [MdW13|, the goal is to determine if a state is product vs. far
from product across a fixed bipartition, given as input copies of the state. The well-known “SWAP
test” [GCO1] provides a fundamental algorithmic primitive for entanglement testing in this setting.
Variations of state product and separability testing have found many applications in quantum
complexity theory [Gha08, GHMW13]|, and many problems which admit states as inputs can be
reduced to questions of detecting entanglement — such as the proof that QMA(k) = QMA(2)
[HM13]. Recently a number of works have shown upper and lower bounds [BO20, SW22, FO24]| for
estimating various measures of entanglement /separability for quantum states.

In this work we study a generalization of product testing which we call the “hidden cut problem,”
which removes the assumption of a pre-defined bipartition. Given as input copies of an n-qubit
pure state, the task is not to determine if the state is unentangled, but rather to determine where
it is unentangled. In other words, given a state which is promised to be a product of two (n/2)-
qubit states across some unknown “cut” (i.e. a bipartition of the n qubits), the goal is to learn the
precise location of the cut. The combinatorics of set partitions makes the problem non-trivial: even
though one can efficiently check any candidate cut via SWAP test on two state copies, there are
exponentially many possible bipartitions of n qubits into two sets of size n/2, since %(n%) = 20(n).
therefore, a brute-force search is inefficient. See Figure 1 for an illustration. We define the hidden
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Figure 1: A cartoon illustrating four out of the 5(2) = 35 possible distinct ways (i.e. ‘cuts’) in

which a pure state on n = 8 qubits can be formed as a product of two states |¢1),[¢p2) on § = 4
qubits. The factor states |¢1) and |¢2) are depicted as contiguous clouds. The goal of the hidden
cut problem is to determine which cut separates the product state.

cut problem more formally as follows:

Definition 1 (Hidden cut problem). Let 1)) € (C?)®" be a state on n qubits (where n is even)

which is promised to be a product across an unknown cut C € (7[;;}2), denoted |V) = |p1)c ® |P2)5,
such that the factor states |p1) ,|p2) € (C2)®™2 are e-far from being product states. The hidden cut

problem asks to identify the cut C, given copies of the state |1).

Note that in order for the cut to be well-defined, we require that the two unentangled factor states are
far from product states themselves. Additionally, while we have defined the hidden cut problem to
refer to equal-sized bipartitions of the qubits, one can of course generalize the problem to unequally
sized cuts or to a product of more than two states, which we will address later in the paper.

A natural first question asks whether the hidden cut problem is even information-theoretically solv-
able given polynomially many copies of the input state. The answer is yes — a closely related
problem has been analyzed in the property testing literature under the name of “multipartite pro-
ductness”. If we interpret the hidden cut problem as a search task (which cut separates the state?),
then multipartite productness is defined as the associated decision task (is there a cut which sepa-
rates the state?). In [HLM17|, Harrow, Lin, and Montanaro showed that only O(n/e?) state copies
are information-theoretically required to decide if a state is multipartite product or e-far from any
such state, and this bound was recently shown to be optimal up to log factors by Jones and Mon-
tanaro [JM24]. A simple modification of Harrow, Lin and Montanaro’s argument shows the cut
can also be located using only O(n/e?) copies of the input state (see Section 2.5). However, these
property testing algorithms are computationally inefficient, and work by combining an exponentially
long sequence of “gentle measurements” on the input state to try out the different possible cuts.
This approach takes exponential time, and there is no obvious way to do better.

Our main result is a positive answer to this question: we construct an efficient algorithm for the
hidden cut problem, which can learn the cut using O(n/e?) copies of the state and polynomial time.
This is exponentially faster than prior property testing algorithms:

Theorem 1 (Hidden cut algorithm). There is an efficient quantum algorithm for the hidden cut
problem on n qubits which uses O(n/€%) copies of the state and runs in polynomial time, requiring
circuits of depth O(n?) + O(log 1) which act coherently on O(e~2) state copies at a time.

The number of copies used by our algorithm is optimal up to log factors, in light of Jones and
Montanaro’s decision lower bound [JM24]. Our algorithm works in an entirely different way than
the prior information-theoretic approaches. In particular, we show the hidden cut problem can
formulated as a quantum state version of the well-known Abelian hidden subgroup problem (HSP),
and then give an efficient algorithm to solve this quantum state HSP via a generalization of Simon’s



algorithm [Sim97]. Our work can thus be interpreted as an extension of Simon’s algorithm to
entanglement testing.

In addition to being a natural question in entanglement testing, the hidden cut problem is also
motivated by questions in quantum pseudorandomness and pseudoentanglement, since hiding the
location of a separating cut could be a natural mechanism of hiding entanglement. A number of
works have recently explored creating quantum pseudorandom states [JLS18] with low entanglement
[ABFT24]. One natural recursive candidate construction! would consist of building larger states
from products of two smaller pseudorandom states across a random partition. This could potentially
result in a pseudorandom state construction with no entanglement across some partition, and which
naturally lifts pseudorandom state construction on n qubits to pseudorandom state constructions
on n’ > n qubits. Our result shows this approach does not work, as there is an efficient algorithm
to locate unentanglement. Interestingly, our algorithm does not rule out the possibility of more
general pseudorandom state constructions with low, but nonzero entanglement across hidden cuts
(see Discussion section).

Our algorithm also admits a number of generalizations and improvements. First, our algorithm
generalizes to the case in which the state is a product of two or more unentangled states which are
not necessarily of the same size. Specifically, we naturally define the more generic “hidden many-cut
problem”, in which the input state is allowed to be a product of several unentangled substates. We
will show that the same algorithm can solve this version of the problem with minimal modifications,
as long as the individual subsystems are entangled enough:

Corollary 1 (Algorithm for the many-cut problem — informal). The same algorithm from Theorem 1
solves the “hidden many-cut problem” in which an n-qubit input state is product across an arbitrary
set partition Cy U --- U Cp, = [n]:

) =ld1)g, @+ ©dm)g,, - (1)

such that each factor state |¢r) (where k € [m] indexes the m parts) is at least e-far from any
separable state on |Cy| qubits. The algorithm identifies the set partition with the same resource and
runtime requirements as in Theorem 1.

Second, a stronger promise about the internal entanglement structure of the input states can sig-
nificantly reduce the runtime requirements of the algorithm. For example, if one assumes the input
state is a product of two Haar random states, the algorithm works with constant-depth circuits,
acting on only two copies at a time:

Theorem 2 (Hidden cut algorithm with Haar-random states). Under the stronger promise of Haar-
random factor states, the hidden cut can be found by the same algorithm with only O(n) copies of
the state, involving circuits of constant depth which coherently access only two state copies at a time.

This highly efficient version of our algorithm still works when the factor states are not genuinely
Haar, but rather computationally indistinguishable from Haar (i.e. pseudorandom states, for which
known efficient constructions exist [JLS18]). We conjecture that the scope of this algorithm can be
further extended to other families of states which obey a strong entanglement volume law. For these
reasons, this highly efficient version of our algorithm could be of particular relevance to near-term
experiments.

!We thank Henry Yuen for raising this question.
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Figure 2: An illustration of the permutational symmetries of the tn-qubit global state |w>®t when
|1} is product across a cut C' C [n], depicted for n = 8 and ¢t = 6. The same cross-copy permutation
applied to all qubits inside each side of the cut leaves the global state invariant; to each hidden cut
corresponds a hidden subgroup isomorphic to StX2 inside the group S*". In Section 4.1, we show
that Fourier sampling with this group action fails to identify the cut.

1.1 A hidden subgroup problem for states

We will now describe a conceptual framework which will motivate our design of the algorithm for
the hidden cut problem. As with many other quantum algorithms, the key is to make critical use of
the symmetries of the input states. The conceptual contribution is to recognize that the hidden cut
problem, as well as potentially many other problems with state inputs, can be formulated within a
quantum state generalization of the well-known hidden subgroup problem.

We start by recalling that a core algorithmic design principle for state-input problems is accounting
for the symmetries of the global state |))®" made up of copies of the input state |i) (see e.g.
[MdW13, OW16]). In the hidden cut problem, we observe that the global state will have various
internal symmetries which are determined by the location of the hidden cut. In other words, we
can define a group action on the global state such that each hidden cut will correspond to a unique
subgroup of hidden symmetries. This is reminiscent of the hidden subgroup problem (HSP), a central
framework in quantum algorithms and complexity [NC10, Section 5.4.3], in which the task is also
to identify a hidden subgroup H given a function on a parent group G which is invariant under
H. However, there is a fundamental difference as the HSP takes as input a function with specific
subgroup symmetries. In contrast, the hidden cut problem takes as input quantum states with
particular sets of symmetries.

Motivated by this observation, we define a quantum state version of the HSP, which we call the state
hidden subgroup problem (StateHSP). This problem takes as input (copies of) a state which admits
an efficient action of a finite group, such that the state is preserved by an unknown subgroup; the
task is once again to identify the symmetry subgroup:

Definition 2 (The state hidden subgroup problem (StateHSP) — informal). Let G be a finite
group with a unitary representation R : G — U(d). The goal is to identify the unknown hidden
subgroup H < G, given access to the representation and (copies of) a quantum state |¢) € C? with
the following properties:

o |¢) is invariant under the action of the subgroup H, i.e. for all h € H, R(h) [¢)) = |4).
e 1) is acted on nontrivially by elements outside the subgroup: for any g ¢ H, | (¢|R(g)|Y)] < 1—e.

StateHSP can be interpreted as a generalization of the standard HSP in the following concrete sense:
the canonical approach to the standard hidden subgroup problem already involves the construction
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(a) The action of a group element x € Z% on the global input state.

ceeeeees QQOQ Lo oe s 0QO0Q\ QQOQQQ00
ceeeeees QOO oo 0QUQ) WQOQQQ00

(b) The subgroup operations preserving the global input state.

Figure 3: The Abelian group action of the group G = Z% on the tn-qubit global state |z/1)®t

which underlies our hidden cut algorithm, depicted for n = 8 and ¢ = 4. To each hidden cut
C C [n] corresponds an order-four hidden subgroup H¢ ~ Z3 which leaves the state invariant. The
subgroup is generated by the two equivalent n-bit strings which encode the cut and its complement:

He = (1909, 0919).

of states with subgroup symmetries in the form of coset states [CVD10]. Whereas the coset states live
in the regular representation of the group, StateHSP generalizes the state problem to arbitrary group
representations. We will elaborate in more technical detail in Section 3. We hope the StateHSP
problem might be of independent interest, as it is a natural generalization of the HSP.

In order to apply this framework to the hidden cut problem, one must (a) find an appropriate group
action such that the hidden cut problem is formulated as a StateHSP, and (b) find an algorithm
to solve the corresponding StateHSP. For the latter problem, we will later show that techniques
for solving the standard HSP — such as an appropriate generalization of Fourier sampling — can be
ported over to the StateHSP setting. But first we need to explain why the hidden cut problem is a
StateHSP in the first place.

1.2 The Hidden cut problem as an Abelian StateHSP

In order to describe the hidden cut problem as a StateHSP, we must first find an appropriate group
action on the global state |¢>®t such that each hidden cut corresponds to a specific subgroup. In the
hidden cut problem we make no assumption about the internal structure of the factor states |¢1 2)
beyond high entanglement; theferore, the symmetries of the problem lie in acting across, not along,
the copies of the input state. Any t¢-fold global state |¢>®t has a trivial permutational symmetry
group S; which permutes the t copies. However, since each copy is internally separable along a
hidden cut C' C [n], there is a larger permutational symmetry group which leaves the global state
invariant. In particular, permutations which act simultaneously on all qubits within each side of the
cut also preserve the global state (see Figure 2). This would formulate the hidden cut problem as
a StateHSP over the parent group G = (S;)*™, such that the hidden subgroups are promised to be
isomorphic to (S;)*2. This would seem to be the most general set of permutational symmetries of the
global state. Furthermore, in the standard HSP, Fourier sampling is efficiently implementable given
known circuits for the non-Abelian quantum Fourier transform on the symmetric group [Bea97], so
there is hope this group action could result in an algorithm for hidden cuts. However, as we will
show in Section 4.1, this Fourier sampling method fails to find the hidden cut, for similar reasons
that Fourier sampling fails to solve the standard HSP over the symmetric group [MRS08]. Thus,
the most obvious StateHSP approach to the hidden cut problem does not work.



Our key observation is that a much simpler Abelian group action can be used to define a StateHSP
for the hidden cut problem. As it turns out, it is possible to restrict the permutational symmetries
to a subset isomorphic to the group G = Z%, by considering simple SWAPs of pairs of qubits.
Concretely, we consider dividing the ¢ copies of the input state (assuming ¢ is even) into pairs; the
action of the i-th entry of the n-bit string = € {0,1}" is to SWAP the i-th qubits inside each pair
(see Figure 3). The key point is that swapping all the qubits within each side of the cut leaves
the global state invariant. Therefore, to each possible hidden cut C' C [n] corresponds a hidden
subgroup of order four isomorphic to Z2, which contains all operations acting simultaneously on
all qubits on either side of the cut. For example, if the cut is between the first and second n/2
qubits, the hidden subgroup is the group with elements {0", on/21m/2 1n/20n/2, 1"} under bitwise
addition mod 2, because this subgroup of SWAP operations preserves the paired copies of the input
state by exchanging the left /right halves of the paired states. Therefore, this choice of group action
successfully formulates the hidden cut problem as an Abelian StateHSP instance.

1.3 Solving the Abelian StateHSP via Fourier Sampling

Having identified the hidden cut problem as an Abelian StateHSP over G = Z%, it remains to show
how to efficiently solve it. Recall that standard Abelian HSP instances can be efficiently solved by
Fourier sampling. We will show that a generalization of Fourier sampling can be transplanted to
the StateHSP problem, resulting in an efficient algorithm to find the hidden cut, or more generally
to solve any Abelian StateHSP (see Fact 3.3). The algorithm follows a familiar Fourier sampling
workflow: we first prepare an equal superposition of group elements, then apply the controlled
group action to the input state(s), and finally take a Fourier transform followed by a measurement
on the group register. The circuit implementation of this approach is particularly simple, with the
added benefit of parallelization over the n ancillary qubits which make up the Z3 group register
(see Figure 4).

The main question we need to answer next is how the output of this state Fourier sampling circuit
relates to that of the equivalent standard HSP algorithm, i.e. the standard hidden subgroup problem
defined with the same parent group, and the same set of valid hidden subgroups. The technical
sections of this paper focus on precisely understanding the output distribution of Fourier samples
arising from the hidden cut problem. A key observation is the way in which this measurement
outcome distribution depends on the number of copies of the input states ¢ one uses to produce each
Fourier sample. Specifically, increasing the number of copies ¢ behaves as a form of orthogonality
amplification, resulting in the output distribution approaching the “ideal” distribution induced by
the associated standard Abelian HSP. In other words, the ability to act coherently on multiple copies
at a time makes the hidden cut problem behave more like the corresponding standard Abelian HSP.
To see why, consider all the states obtained by group action from the initial input state, i.e. the
group orbit of the initial state. A group element can either be inside the hidden subgroup (in
which case it preserves the input state), or outside the hidden subgroup (in which case it does not),
meaning that each distinct state in the orbit corresponds to a coset of the hidden subgroup. Acting
coherently on several copies of the state at the same time exponentially suppresses the inner product
between the states along the orbit of the group action. Intuitively, this effectively orthogonalizes
the orbit states; the case of orthogonal coset states is precisely the regime of the standard HSP.
This effect is crucial to our algorithm, because it essentially means the hidden cut problem can be
reduced to an Abelian HSP, from the point of view of Fourier sampling.

Concretely, an input involving ¢ copies of a specific state |¢)) will induce a specific distribution



Pstatersp ot [y] over the measurement outcomes y € Z% of the Fourier sampling circuit. In Section 4
we describe the technical error analysis which allows us to appropriately choose the number of state
copies t. Specifically, this number of copies is chosen such that the output distribution of the hidden
cut Fourier sampling circuit Pgtaterisp, , becomes negligibly close to the equivalent standard HSP
outcome distribution Pygp in a multiplicative sense:

Pstatenisp,, , [Y] = Pusp[y] (1 + negl(n)), forall y € Zj. (2)

Here, Ppugply| denotes the probability to obtain outcome y € Z& via Fourier sampling in the
associated standard HSP with the same group and subgroup specifications as our StateHSP. This
associated HSP Fourier sampling distribution is particularly simple:

2772 if y. 1900 =y . 0°1C = 0 mod 2,
Pysply] = (3)
0 otherwise.

Specifically, this means that the associated HSP distribution Pygsp is uniformly supported on the
Boolean subspace of dimension n — 2 which is orthogonal to the two equivalent bit strings® 1¢0¢,
091¢ which encode the hidden cut C. We remark that this is a variation of the classic Simon’s
problem [Sim97|, in which the Fourier samples are also uniform over the subspace orthogonal to a
secret string. The fact that we obtain a multiplicative error in the output distribution of Simon’s
algorithm means that we will never observe a string outside the orthogonal subspace when obtaining
the Fourier samples.

Once the number of copies t is chosen such that the hidden cut problem returns similar outcomes as
the associated Simon-like HSP, the original logic of Simon’s algorithm allows us to efficiently find the
hidden cut: after obtaining O(n) independent Fourier samples, one has collected a complete basis
for the supporting subspace with high probability, from which the secret string 1¢0¢ which encodes
the cut C can be learned by solving a simple Boolean linear algebra problem of size n. Therefore,
our algorithm can be viewed as an extension of Simon’s algorithm to entanglement testing, since
finding the hidden cut reduces to solving a Simon-like Abelian HSP over the group G = Z3.

As will be detailed in Section 4, a straightforward application of Abelian Fourier sampling to the
hidden cut problem succeeds in finding the cut, however a number O(n?/e?) of copies are required. A
key observation is that it is possible to further reduce the requirement by a factor of n, down to the
optimal O(n/e?) asymptotic of Theorem 1, by an adaptive modification of the Fourier sampling
procedure. Specifically, we show how this can be achieved by changing the initializion of the
ancillary group register. Whereas the standard Fourier sampling approach involves starting with
a uniform superposition over all group elements, in our second adaptive algorithm we will start
with a superposition over the Zi elements which are orthogonal to previous samples. We will show
how this choice boosts the probability of measuring new linearly independent samples, such that a
number of copies t = O(1/€?) at each sampling round suffices to produce valid measurements from
the cut subspace with constant success probability.

Different promises on the internal entanglement of the factor states will ultimately impact the
number of state copies t required for orthogonality amplification. Following the formulation common

2The notation 1°0° denotes the n-bit string with 1’s in the positions in C' C [n] and 0’s elsewhere.
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(b) Generic StateHSP for group G (Section 3).

Figure 4: Group Fourier sampling circuits for specific cases of the state hidden subgroup problem.
In all the examples, the top ancillary register supports a regular representation of the group, and
the central operation is a controlled group action on the input state. (a) The standard SWAP test.
(b) The generic StateHSP for arbitrary group G admitting circuit implementations of the quantum
group Fourier transform F¢g, and which acts by a unitary representation R on the input state. The
top register is initialized in the basis state associated with the trivial representation of G. The
outcome is a label A € Irr [G] of a group irreducible representation. (c) Schematic of the circuit
which solves the hidden cut problem as part of the non-adaptive Algorithm 1.

to property testing scenarios, the generic version of the hidden cut problem (Definition 1) promises
that the factor states are at least a constant trace distance e away from separable. This will
require a number of copies t = O(1/€?) per Fourier sample in order to exhaustively suppress the
contributions coming from all of the possible false internal cuts. This count can be reduced to a
constant of only ¢t = 2 if the promise is strengthened to Haar-random factor states; furthermore, the
corresponding circuits require only a constant depth. This improvement requires several changes to
the analysis specific to the special case of Haar-random factor states (Theorem 2), which we will
detail in Section 5. First, we show that in this case the Fourier sampling distribution self-averages
in a particularly strong sense. Second, we relax the strong multiplicative error condition mentioned
above, and generalize Simon’s algorithm to a setting which no longer involves uniform samples from
the orthogonal subspace, but is skewed towards lower-weight strings. We will show that the Simon-
like “basis coupon collection” process via Fourier sampling nonetheless succeeds to find the hidden
cut under this modification.

We also note this algorithm directly generalizes to the multicut case — as this simply corresponds to
larger Abelian subgroups of this same group action, where the subgroup is generated by 1¢i0"\C:
for any sub-partition of the qubits C;. The main challenge again is to carefully keep track of the
errors in the Fourier sampling distribution in this more general setting. One can also observe our
algorithm does not require knowing the number of cuts in advance, as this can be efficiently inferred
from the linear algebra of the obtained Fourier samples.

We remark that one can interpret our algorithm as a combinatorial generalization of the standard
SWAP test, the canonical primitive for state comparison in property testing. The SWAP test is



indeed a simple instance of StateHSP for the group G = Zs which acts as an exchange operation,
with Fourier sampling implementing the projective measurement against the symmetric and anti-
symmetric subspaces. Our own Fourier sampling circuit for the hidden cut problem consists of n
parallel amplified SWAP tests which are only entangled through the internal structure of the input
state (see Figure 4).

1.4 Outline of the paper

Section 2 contains basic preliminaries, as well as the exponential-time algorithm which solves the
hidden cut problem using O(n/e?) copies. In Section 3, we define the state version of the hidden
subgroup problem. We adapt the Fourier sampling algorithm to the state problem, and describe
a setting in which the state version and the standard version of the hidden subgroup problem
produce similar outcomes. In Section 4, we describe the efficient algorithm for the hidden cut
problem and prove Theorem 1. By taking advantage of the permutational symmetries of the global
state, we design an Abelian group action which fits into the StateHSP framework of Section 3,
and show how the Fourier sampling outcomes concentrate towards a version of Simon’s algorithm.
We will first describe a non-adaptive, Simon-like Fourier sampling algorithm (Algorithm 1) which
finds the cut given O(n?/e?) state copies. Subsequently, we will introduce an adaptive modification
of the algorithm (Algorithm 2) and show how this decreases the state copy requirement to the
optimal value of O(n/e?). Section 5 is dedicated to the special case of Haar-random states, which
will require a more in-depth technical analysis. Specifically, to find the cut with constant-depth
circuits in the Haar-random case (Theorem 2), we will show a self-averaging property of the Fourier
sampling distribution, by approximately diagonalizing the covariance matrix of internal purities of
Haar-random states; additionally, this special case requires a modification of Simon’s algorithm to
allow non-uniform samples. In Section 6 we generalize our results to the “hidden many-cut problem”,
showing how the same algorithm can solve not just for a single bipartition, but can similarly identify
arbitrary product state structures. Finally, in Section 7 we discuss open questions and possible
applications of the hidden cut problem and StateHSP to cryptography and pseudorandomness.

2 Preliminaries

We start by collecting a few basic notions about the geometry of quantum states. For more back-
ground, we refer readers to a standard reference such as [NC10].

2.1 Distances
Definition 3 (Overlap). The overlap of two pure states |1b) , |p) € C¢ is given by |(¥|¢)]?.

Definition 4 (Trace distance). The trace distance between two mized states p,o € C*? is given
by
1
Dus(p.0) = 5o~ ol

where ||-||; denotes the trace norm, also known as the Schatten 1-norm. If p = [ 9| and o = |p)¢|

are both pure states, then
Dir(p,0) = /1= |(¢6)[. (4)



Definition 5 (Distance from a subset). Let H be a Hilbert space, and let P be a subset of the pure
states in H. Then |¢) is e-far from P if

Der([9X9], [0)¢]) = €

for all states |¢) in P. Via (4), this is equivalent to

(Wlo)f* <1-¢
for all states |¢) in P.

2.2 Product states

Definition 6 (Product states). Let H 4 and Hp be Hilbert spaces. Then a product state on HAQH 5
is a state of the form |a) , @ |b) 5. If the bipartition of the overall Hilbert space H = Ha @ Hp is
clear from context, we will usually simply refer to |¢) as a product state.

Although not every state is a product state, every state can be written as a superposition of
product states which are orthogonal on both their A and B registers. This is given by the Schmidt
decomposition.

Definition 7 (Schmidt decomposition). Let |¢) .5 € Ha ® Hp be a bipartite quantitum state.
Suppose Ha and Hp have dimensions dg and dp, respectively, and write r = min{da,dg}. The
Schmidt decomposition of |1} is given by

V)ap = Z Vi) 4 ® i)
i—1

where (i) A1,..., A\ are nonnegative real numbers such that Ay +---+ X\, =1, (1) |u1), ..., |u,) are
orthonormal vectors in Ha, and (iii) |v1),...,|v.) are orthonormal vectors in Hp. The numbers
Ay .oy A are known as |1)’s Schmidt coefficients.

Thus, [¢) is a product state if and only if its largest Schmidt coefficient is equal to 1 and all other
Schmidt coefficients are equal to 0. The next lemma shows a robust version of this statement,
namely that [¢)’s maximum Schmidt coefficient is exactly its largest overlap with any product
state.

Proposition 1. Suppose 1)) 45 € Ha @ Hp has Schmidt coefficients \y > --- > X,.. Then |¢)’s
maximum squared overlap with any product state is equal to A1.

Proof. First, we show that |1)’s maximum overlap with any product state is at least A;. Consider
the product state |u1) 4 ® |v1) 5. Then

o Gl (3 VAo = VA =

[(u1] 4 ® (1] - W) =

Next, we show that |¢)’s maximum overlap with any product state is at most A;. Let |a) 4, ® |b) 5
be a product state. Then

2

2= [{al 4 ® (bl 5 - (Zf [wita @ Jvi)p )

[{ala @ (bl - [¥)]
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2

Aalug) - (blv;)

g(gxi- (alus)”) - (Zwm ), (5)

where the last step used the Cauchy-Schwarz inequality. Because |uq),...,|u,) are orthonormal
and |v1),...,|v,) are orthonormal, we have that

alu)? +- 4 Nalu)* <1 and  [Blon)* + -+ [{Blon)* < 1.

Plugging this into (5), we get that

5) < > Ai - {alus)|® <ZA1 (alu;)]* < A1
=1

This completes the proof. O

Combining Proposition 1 with (4) gives us the following immediate corollary.

Corollary 2. Suppose |¢) ;5 € Ha @ Hp is e-far from any product state. Then its maximum
Schmidt coefficient is at most 1 — €2.

An equivalent characterization of product states is that |) 45 is product if and only if the reduced
density matrix 14 is a pure state. The purity is an analytic measure for how pure a density matrix
is.

Definition 8 (Purity). Given a mized state p € C¥*9, its purity is the quantity Tr(pz).

The following proposition shows that the purity of ¢4 can be used as a measure for how close [¢) 45
is to being a product state.

Proposition 2. Suppose |) s € Ha ® Hp is e-far from any product state. Then the purity of 1a
15 at most

Tr(v3) <1-¢€

Proof. Write Ay > --- > X, for the Schmidt coefficients of [¢) 5. Then Corollary 2 implies that
A1 <1 — €2 Thus, we can bound the purity of ¢4 by

:ZA?gZAl.AFAl.(ZA)_M 1- &
i=1 i=1
This completes the proof. O

2.3 Purity testing

Given a mixed state

p=>_ai|vi)uil,

=1
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testing if it is actually a pure state is impossible with only one copy of p because no matter how far
from pure p is, a single copy of it can be always viewed as a mixture over pure states. It turns out,
however, that two copies of p, i.e.

d d

PP =0 ey - ui)oil @ [vg)oj], (6)

i=1 j=1

suffice for this task, because if p is not a pure state, this mixture will contain nonzero weight on
terms |v; ) (v;| ® |vj)v;| for which ¢ # j, consisting of two orthogonal pure states. We need only be
able to detect when two pure states are orthogonal rather than equal, and this can be done via the
well-known SWAP test procedure [GCO1].

The most basic component of the SWAP test is the SWAP gate:

Definition 9 (The SWAP gate). Let d be an integer. The SWAP gate is the unitary operator
SWAP acting on C*® C? such that

SWAP - i) @ |) = |7) @ i),
foralll <i,5 <d.
Then the SWAP test acts as follows.

Definition 10 (The SWAP test). Let pap be a mized state in C¢ ® C? (which will typically be a
tensor product state py @ op). The SWAP test is the quantum algorithm which acts as follows.
Beginning with the input state pap, (i) append an ancilla qubit in the |+), . state. Neat, (i) apply
SWAP 4p conditioned on the ancilla qubit and then (iii) Hadamard the ancilla qubit. Finally, (iv)
measure the ancilla qubit and accept if the outcome is “0”. An illustration of the SWAP test applied
to a product state |a) @ |B) can be found in Figure 4a.

The SWAP test can equivalently be stated in terms of a two-outcome projective measurement.

Proposition 3 (SWAP test, projector version). Write Ilswap for the projector %(IAB +SWAP 45).
Then the SWAP test implements the projective measurement {Ilswap, I — swap)-

Proof. Given an input state 1) 4 5, the SWAP test acts as follows.

V) ap — |+) Ane @ [¥) 4B (append the ancilla)
1 1

— —-10 ® + —]1 ®Q (SWAP 45 - apply the controlled SWAP

\/§ | >Anc |¢>AB \/5 | >Anc ( AB |71Z)>AB) ( pply )
1 1

— — |+ ® + —-|—= ®Q (SWAP 45 - . Hadamard the ancilla

\/5 | >Anc |71Z)>AB \/§ | >Anc ( AB |¢>AB) ( )

This state is equal to

1
“|0) Ane ® ([0) ap + SWAPAB - [¥0) 45) + 3" 1) Anc @ ([¥) ap — SWAPAB - [¢) 4 )
) Ane ® Lswap - [¥) 45) + 10) ape @ (I — Hswapr) - [¥) a):

where here we used the fact that I — Ilgwap = %(I A — SWAP4p). The SWAP test concludes by
measuring the ancilla in the standard basis, which concludes the proof. O

1
2
=0
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Hence, the probability that the SWAP test accepts on p®? is Tr (HSWAP : p®2) = %—i—%-Tr (SWAP . p®2).
The next proposition computes the second term.

Proposition 4 (Purity formula).

Tr(SWAP : p®2) = Tr(pZ).

Proof. Write p®? as in (6). Then we have

1 ifi=j,
0 otherwise.

Tr(SWAP - [o;){v;] @ [o)v;]) = Tr(JogXvil @ [oi)os]) = |(wilvy)* = {

Extending via linearity,

d d
Tr(SWAP - p@p) = > > ey - 1fi = j] = Y af = Tr(p?).
i=1 j=1 :

O

Putting everything together gives the following formula for the probability the SWAP test accepts.

Corollary 3 (SWAP test acceptance probability). The probability the SWAP test accepts on p®?
1,1 2
zs§+§-Tr(p )

Thus, if p is pure, i.e. its purity is 1, then the SWAP test will always accept, but if p is very mixed,
i.e. its purity is close to 0, then the SWAP test will accept with probability roughly %

This also gives an algorithm for testing if a bipartite pure state [¢) 45 is entangled given just two
copies |¥) 45 @ [¢) 4rp: simply run the SWAP test on the A and A’ registers of this two-copy
state, which is equivalent to running the SWAP test on ¢§2. Doing so will accept with probability
++ 3 Tr(y?), which is equal to 1 if |¢) 4 is a product state but is at most 1 — €2/2 if [¢)) 45 is
e-far from product (via Proposition 2). This algorithm can be thought of as exploiting the fact that
|¥) o @ 1) 4/ 1s unchanged by applying SWAP 44 if and only if |¢) is a product state.

2.4 Multipartite product states

Notation 1 (n-qubit systems). Much of this paper is about n-qubit systems. Given a subset S C [n]
of the qubits, we will write S = [n]\ S for the qubits outside of S. We will write Hg for the Hilbert
space consisting of the qubits in S, and so we will often write a state in Hg as |¢) g, i.e. with the
“S” subscript.

Definition 11 (Multipartite product states). An n-qubit state |¢) is a multipartite product state
if there exists a subset of the qubits C' C [n] such that |1) can be written as ) = |a) ® |b)g, for
some states |a)o and |b)e supported on the qubits in C and C, respectively.

We will often consider the case when [¢)) = |a), ® |b) in which |a). and [b)& are both e-far from
any multipartite product state, and our goal is to determine C'. It is natural to pick a subset S and
test if C' = S by running the product test on the qubits within S. To analyze this, we first show
the following proposition.

13



Proposition 5 (Purity across different cuts). Let [1) = |a)~®|b)5 in which |a), and |b)s are both
e-far from any multipartite product state. Let S C [n] be a subset of the qubits. Then the purity of
g s TI‘(T/J%) =14if S =C orC and otherwise Tr(w%) <1-—é.

Proof. If S = C then ¢g = |a)(al|, which is a pure state, and so its purity is 1; a similarly argument
applies when S = C. On the other hand, when S # C,C, we have that

Ys = acns ® bgng-

Because S # C, C, it must be the case that either § CCNS CCor ) CCNS C C; let us assume
without loss of generality that the former is true. Then because |a). is e-far from multiproduct, it
is e-far from being a product state on the bipartition (C' N.S,C NS). Hence, by Proposition 2, we
can bound its purity by

Tr(a%ﬂs) <1-—é.

As a result, we can bound the purity of the overall state by

ﬁ(¢%) = Tr(a%ns) . Tr(bz—

ons) < Tr(agng) <1 - ¢

O

Combining this with Corollary 3, we get the following bound on the probability that the SWAP
test on the qubits in .S accepts.

Corollary 4. Let |[¢) = |a)o ® |b)s in which |a)s and |b)e are both e-far from any multipartite
product state. Suppose we are given two copies of |¢) and we run the SWAP test on some subset
S C [n] of the qubits. Then if S = C or S = C, the SWAP test always accepts. Otherwise, if
S 40,0,

P [SWAP test accepts] < 1 — €%/2.

We can also amplify the probability of detecting that |t)) in the S # C,C case of Corollary 4 by
taking additional copies of |1). In particular, suppose we have 2m copies of |¢)) and we group them
up into m pairs. If we run the SWAP test on the qubits in S for each pair and accept only if all n
SWAP tests accept, then the probability we accept is at most

2

(1—€2/2)m < em2em,
This gives us the following proposition.

Proposition 6. Given an integer k, there is a projective measurement {Ilg,Ilg} which acts as
follows. Let |¢) = |a) ® |b) in which |a). and |b)s are both e-far from any multipartite product
state. Suppose we measure |1/)>®2m with {Ilg,Mg}. If S = C or S = C, this measurement always
accepts. Otherwise, if S # C,C, the probability it accepts is at most exp(—e>m/2).

That the measurement is projective follows from the fact that it is performing m SWAP tests, and
each SWAP test is a projective measurement due to Proposition 3.

2.5 An information theoretic algorithm for the hidden cut problem

Harrow, Lin, and Montanaro [HLM17] studied the problem of testing whether a given n-qubit state
|1} is a multipartite product state or is e-far from all multipartite product states. The key intuition
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is that if [¢) is a multipartite product state, then there exists an S such that the measurement
{Ils,IIg} accepts with probability 1. On the other hand, if |1)) is e-far from all multipartite product
states, then the measurement will accept with probability at most exp(—e?m/2), which can be made
smaller than, say, 100~" by taking m = O(n/e?). Since this is so small, we can apply their quantum
OR bound to combine all (2" — 2) different {IIg,IIs} measurements into a single measurement
{Q, Q} which always accepts on multipartite product states and accepts with exponentially small
probability on states which are e-far from multipartite product.

We now observe that if instead of combining these measurements with the quantum OR bound, we
combine them with Gao’s quantum union bound, we get a sample-efficient algorithm for finding the
cut C.

Fact 2.1 (Gao’s quantum union bound [Gaol5|). Let p be a density matriz. For each 1 < i <k,
let {I1;,I1;} be a two outcome projective measurement, and write err; == Tr(Il; - p). If we measure
p with each {I1;,1I;} measurement in sequence from i = 1 to k, then the probability that we only
observe the II; outcomes is at least 1 — 4 - (erry; + - - + errg).

Theorem 3 (Information theoretic algorithm for the hidden cut problem). Let 1)) = |a)o ® |b)&
in which |a)o and |b)z are both e-far from any multipartite product state. There is an algorithm
which can identify C' with probability at least 9% given m = O(n/e?) copies of |¢)).

Proof. Set m = O(n/e?) so that exp(—e?m/2) < 100~". Then for each subset S, Proposition 6
gives us a projective measurement {Ilg, s} which accepts with probability 1 if S = C,C and with
probability at most 100" if S # C,C. Set N = 2" — 2 and pick an arbitrary order Si,...,Sy
on the nontrivial subsets of [n]. The algorithm is as follows: given m copies of [¢), perform the N
measurements {Ilg,, ILg, } through {Ilg, , g, } in order until the first time observing a Ilg, outcome;
when this happens, output “S;” and terminate.

Suppose without loss of generality that S; is equal to the true cut C, and none of the previous S;’s is
equal to C. The algorithm succeeds if the first i — 1 measurements reject and the i-th measurement
accepts. To compute the probability that this does not happen, we can apply Gao’s quantum union
bound with II; = Ilg; for each 1 < j <¢—1 and II; = IIs,. Then err; = Tr(Hsj -,0) < 100~ for
each 1 < j <i—1 and err; =Tr (ﬁsi . p) = 0. Then the union bound says that the probability the
algorithm does not succeed is at most

1 N
. < < 0.01.
100™ — 100™ —

This completes the proof. O

4 (erry + -+ +err;_y +err;) <4-(i—1)

Note that the multipartite product state detection algorithm of Harrow, Lin, and Montanaro runs in
exponential time, because it involves computing the quantum OR of an exponentially large number
of measurements and then implementing that (likely computationally infeasible) measurement on
|1/)>®m. Similarly, this algorithm for the hidden cut problem also requires exponential time as it
performs exponentially many measurements in sequence.

3 The State Hidden Subgroup Problem

To produce our algorithm we introduce a quantum state version of the hidden subgroup problem
which may be of independent interest. Our definition is motivated by the observation that in the
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hidden cut problem, the input states have certain symmetries determined by the secret cut. For
example, the Haar measure is invariant under arbitrary unitaries. If we instantiate the hidden cut
problem with two n/2-qubit Haar random states separated by a random cut, this means that the
input states to the hidden cut problem, when viewed as a density matrix, are invariant under the
action of a group isomorphic to U(2%/2) x U(2"/?) — the issue is that we don’t know the qubit
bipartition which defines the specific symmetry group.

This sounds related to the well-studied Hidden Subgroup Problem (HSP) [NC10, Section 5.4.3], in
which one is given a function f : G — {0,1}" invariant on left cosets of a subgroup H < G, with
the goal of learning H:

Definition 12 (Hidden subgroup problem (HSP)). A function f : G — L from a finite group G to a
set of discrete labels L is said to hide a subgroup H < G if it is constant on the (left) cosets of H, and
different across the cosets, in other words f(x) = f(y) if and only if v~y € H. The hidden subgroup
problem is the task of determining the hidden subgroup H from as few queries to the function f as
possible, assuming black-box access to an oracle implementation Oy : |g) |0) — |g) |f(9))-

One crucial difference, however, is that the HSP takes as input a function respecting certain sub-
group symmetries, while the hidden cut problem takes as input quantum states invariant under a
certain subgroup action. Motivated by this observation, we define a quantum state version of the
HSP:

Definition 2 (The state hidden subgroup problem (StateHSP) — restated). Let G be a finite group
with a unitary representation R : G — U(d). Let CC denote a Hilbert space in the reqular represen-
tation of G, meaning C& = span{|g) }geq where (g|lh) = 64p. Assume efficient implementation of
the controlled group action Ur =3 19)(g| ® R(g) acting on CY ® C?. Assume access to (copies
of ) a quantum state |¢p) € C with the following properties:

e |¢) is invariant under the action of a subgroup H, i.e. for all h € H, R(h)|Y) = [¢).
e |} is acted on nontrivially by elements outside the subgroup: for any g ¢ H, | (Y|R(g)|¥)| < 1—e,

where the parameter €, which we call the “orthogonality allowance”, can depend on the dimension d,
the group G, and the representation R. The goal is to identify the hidden subgroup H.

Here we are assuming one has efficient access to the group representation — i.e. given g € G, one
can apply R(g) efficiently. In this sense the problem is similar to the black box group model of
computing (e.g. employed in [Wat00]), but defined with respect to a representation of the group
other than the left regular representation. Our definition can also be viewed as inspired by recent
works studying quantum state/unitary variants of complexity classes and cryptography such as
[BEM 23, RY22, LMW24, Zha24]. We emphasize that the value of € could vary substantially
between different representations, so the scaling behavior of € might significantly affect the difficulty
of this problem. Additionally, this framework can accommodate problems in which either the parent
group G, or the representation R and its dimension d, or possibly both, can depend on the specific
underlying parameter of the problem. Multiple variations can be imagined, such as an additional
promise that the hidden subgroups are mutually conjugate (a common HSP flavor), or introducing
unknowns about the specific group representation R.

We note that a recent set of works has studied the problem of determining whether a given quantum
state is preserved by a known, specific group action [LRW23, RLW23|. This particular property

16



testing task can be seen as a special case of decisional StateHSP, in which the role of the hidden
subgroup H is played by the parent group G itself. Finally, we notice a connection to the problem
of state isomorphism [LG17]|, which asks whether two input states can be made equal under a
permutation of the qubits.

3.1 Coset states and the standard HSP approach

Despite the syntactic differences between the HSP and the StateHSP, there is a sense in which the
HSP can be viewed as a special case of the StateHSP. The “standard method” for the HSP [GSVV04]
involves preparing a uniform superposition over the elements of G and feeding it into the f oracle,
resulting in the state

)e ® |f( (7)
e

Next, one discards the label register, resulting in a uniform mixture of coset states

Z lgH)XgH|, where |gH) = Z |gh) is a coset state.

geG \Z |H heH

One can then repeatedly run this procedure to generate multiple coset states, and the task is to use
them to learn H.

However, even before discarding the label register, the state in Equation (7) is already an instance
of the StateHSP. In particular, let R : G — U(d) be the right regular representation of G, meaning
that it acts on C% via R(g) - |z) = |xzg~"). Suppose f hides the subgroup H. Then |¢) is invariant
under the action of H, because for any h € H,

R(h)q - |v) = Yz e @ |f (@),

% ’G zeG

1
(yh = )
\/|_ %\y ¢ @ Iflyh)y Vel Z;\wc;@!f(y)h %)

where we used the fact that f(y) = f(yh) because y~lyh = h € H. On the other hand, for any
g ¢,

R(g)g - ¢ Z lzg e @ |f (@), = D e @), -

\% zeG v ‘G yelG
But f(y) # f(yg) because y‘lyg = g ¢ H. This means that for all g ¢ H,
(Y| R(g)c [¥) =0,

and so this state satisfies the definition of the StateHSP with an orthogonality allowance of € = 1.
In general, we will see that instances of the StateHSP where € is close to 1 act like instances of the
traditional HSP, which we can sometimes solve efficiently.

3.2 Fourier sampling in HSP vs. StateHSP

We begin by reviewing the Fourier sampling approach to solving the standard hidden subgroup
problem, which we will proceed to generalize to the StateHSP setting. The construction at its core
is the group Fourier transform:
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Definition 13 (Group Fourier transform [Dia88]). Let G be a finite group (not necessarily Abelian),
and let {pr}rem(a) be a full set of irreducible unitary G-representations (irreps), such that each
px: G — U(dy) is a unitary irrep of G of dimension dy. Then, the group Fourier transform is the
|G| x |G| unitary Fg which transforms from the reqular representation basis {|g)}qec to a Schur
basis {|A, 1, j) }rerr()- Baplicitly:

JE[d/\]
Felgy= > | )ig 1N 4,4) Fo' N, g) pr )iilg) . (8)
AeTrr[G) gEG
7]€[dk}

The Fourier sampling approach to the generic HSP becomes possible when there is an efficient
circuit for the group Fourier transform. This is usually a safe assumption if the group is Abelian;
efficient circuits for the non-Abelian quantum Fourier transform are known for several important
groups including the dihedral and symmetric groups, but other groups are conjectured not to admit
efficient QFT circuits [MRR06|. Given an HSP with hidden subgroup H < G, the measurement
outcome of a so-called “weak” Fourier sampling circuit are samples from a distribution over the irrep

labels A € Irr [G]:

Fact 3.1 (Weak Fourier sampling in HSP [HRTS03|). In an HSP over the parent group G with a
hidden subgroup H < G, the weak Fourier sampling outcome distribution over the labels \ € Irr [G]
s given by:

Prsp[A ]G! 23 (9)

where x denotes the corresponding irreducible character of G, i.e. xx(g) = Tr px(g).

Proof. In the HSP weak Fourier sampling setting, one starts with an arbitrary coset state in the
regular representation (which can be efficiently prepared from oracle access to the input function):

10
lgH \/—f;{\g (10)

to which the G-Fourier transform F¢ (8) is applied, leading to the state:

FalgH) = \/ m (gh)ij [N, 5) - (11)
‘hEH)\EIrr

JE[d/\]

Finally, only the irrep label register is measured, leading to an output probability:

d B :
PHSP[)\]:W])\H] Z pa(gh)ijpa(gh')i (via Born rule) (12)
h,h'eH
i,j€[dA]
d 1 . : .
= S e (B (since pa(gh) is unitary) (13)
R
'7j€[d)\}
Z Tr py(hh'™1) (by cyclic property of trace) (14)
|G|| e
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d
=2 Z xa(h (by double-summing over the subgroup). (15)
hEH

See [HRTS03| for more detail. O

A natural question is understanding how this distribution changes when we generalize Fourier sam-
pling to a StateHSP problem — specifically, by applying the circuit in Figure 4b:

Fact 3.2 (Weak Fourier sampling in StateHSP). The output of the weak Fourier sampling circuit
in Figure 4b for a StateHSP problem in which the input state |1) is invariant under the R-action
of the hidden subgroup H < G is:

Pstaterisp,, [A] Z > xaleh) @IR(OY) (16)

ceG/H heH
where A € Irr [G] is a G-irrep label, and G/H denotes a set of left coset representatives.

Proof. The result follows from direct calculation along similar lines as Fact 3.1. In the StateHSP
setting, there is an ancillary register admitting a regular representation of the group G (initialized
in the trivial representation), together with the input state |¢)). The first application of the inverse
G-Fourier transform prepares a uniform superposition over group elements in the first register:

(Fe'®1)]0)[¢) = (17)

\/WZ\Q )9y .

geG

Applying the controlled group action Ug = 3_ ¢ [9Xg| ® R(g) leads to the state:

Us (Fg' @ 1) |0)[¢) = > 19) @ R(g (18)

\Z ’G geG

Finally, the last application of the G-Fourier transform results in the state:

(Fo ® D Ug (F5' @ ) (0) [¢) =@ S VAN @D palg)i R ). (19)
Aelrr[G] geG
i,J€[dA]

On this state, we measure the ancillary register corresponding to the irrep label A € Irr [G], leading
to the output probability:

Poweiseu (N = g 2 or@ud)ig WIRE) R@)Y) (via Born rule)
Jeld
g]g ec
- Id—l ZGTr ox(g'"tg) (W|R(g'" g) ) (by unitarity of py and R)
9.9'€
— %/\| S xa(9) (W|R(g)|) (after double-summing over the group G).
geG

Splitting the group elements over the right- H-cosets as g = ch, where h € H are subgroup elements
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and ¢ € G/H are coset representatives, we obtain:

Pstaterisp, [N =S 3 xalch) (Y| R(ch)[)

ceG/H
heH

= % Z:/ xa(ch) (Y|R(c)R(h)|¢) (since R is a G-representation)
ceG/H
heH

=10 > xaleh) (Y|R(c)|y) (by the H-invariance of |¢)),

ceG/H
heH

&

where in the last line we used the subgroup invariance assumption about the input state: R(h) [¢)) =
|1y for all h € H. O

Notice that the StateHSP outcome distribution (16) and the equivalent HSP outcome distribution
(9) are identical when (|R(c)|1)) = 0 for all nontrivial coset representatives ¢ # id. The analogy is
explained by the fact that in StateHSP, the states {R(c)[¢) }.cq/m Dlay a similar role to the coset

states |cH) = ﬁ > her lch) in HSP. The coset states {|cH)}.cq/p are manifestly H-invariant

under a right-regular group action, and also mutually orthogonal. Therefore, the usual approach
to HSP involving the construction of coset states via the function oracle is a specific instance of
StateHSP. However, the more generic StateHSP problem differs in that it allows non-orthogonal
coset states {R(c) [{)) }ceq/mr- On the other hand, if the coset states are too close to each other,
the problem risks becoming information-theoretically intractable: the state would be too close
to the symmetric subspace invariant under all group operations, and distinguishing between any
nontrivial subgroup symmetry and the full group symmetry would require an inefficient number of
measurements. For this reason, it is crucial to introduce an orthogonality allowance € in Definition 2.

A simple but powerful observation is that a large enough orthogonality can be further amplified
when one is allowed multiple copies of the input state:

Fact 3.3. There is a Fourier sampling circuit for an State HSP problem with orthogonality allowance
€ which uses t copies of the input state, yielding outcome distribution:

PStatoHSPw’t [A]| = Pusp[A] + O (di exp(—et)) . (20)
The depth of the circuit can be as shallow as O(logt) by using O(tlog |G|) ancillary qubits.
Proof. The construction is natural and it involves promoting the group action 3 . [9)g| ® R(g)

on C% @ C? to the t-fold version deG l9)g| ® R(g)®* on C¢ ® ((Cd) ®t, and plugging this action

into the StateHSP Fourier sampling circuit of Fact 3.2 with input state ]1/1>®t. A simple application
of triangle inequality gives:

|Pstatersp,, . [A] — Pusp[A]| = % Z xa(ch) (% R(e)®|¢®") (21)
ceG/H#id
HeH
d
< |_C;*\| > el WIR ()W) (22)
c€G/H#id
HeH
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<d3 < - %) (1—e)' <O (d}exp(—et)), (23)

where in the last line we used the simple character bound |xx(g)| < dy for all g € G. The circuit
can be implemented by ¢ successive applications of the single group action, once per each copy
of the input Hilbert space. To apply this action in depth O(logt), we make use of ¢ ancillary
registers which host regular representations of G. One can copy the group information from the
first regular representation register onto all of these additional registers by a O(logt)-depth binary
tree of controlled two-register unitaries; then, each of these ¢ ancillary registers can control the
group action on the ¢ input state copies in parallel. Finally, one uncomputes the binary tree of
two-register unitaries in depth O(logt). O

We note that this simple bound uses no information about the specific group Gj it is often the case
that the characters decay rapidly in magnitude from the maximum value x)(id) = d) across the
group, so even tighter bounds might be possible. Similarly, improvements can be obtained if the
specific StateHSP problem presents additional information about the inner products of the coset
states>.

The key takeaway is that by increasing the number of copies ¢, we can naturally enhance the
orthogonality of coset states and make the StateHSP instance behave like the equivalent HSP
problem from the point of view of Fourier sampling. The number of copies required to make the
non-orthogonality correction negligible in this way will depend on the specifics of the problem: for
a problem parameter n, as long as € > (1/poly(n)) and* |G| < O(exp(poly(n))), then there is a
choice of ¢t = poly(n) which would ensure the corrections are negligibly small in n.

As we will show in the next section, this framework applies to the hidden cut problem, and we will
be able to use an efficient number of copies to enhance orthogonality such that a standard HSP
can be applied to the hidden cut problem via Fourier sampling. We leave it as an open question
for future work to find meaningful instances of StateHSP which cannot be efficiently amplified by a
polynomial number of copies for purposes of Fourier sampling.

We end this section by mentioning an immediate corollary which follow from the above connection
between HSP and StateHSP when multiple state copies are available. Namely, the general non-
Abelian StateHSP is information-theoretically solvable using few copies of the state, just as the
standard HSP is information-theoretically solvable with few queries to the function [EHKO04].

Corollary 5. The general non-Abelian HSP over a group G with can be information-theoretically
determined with a number of copies O(poly(log |G|, €71)) of the input state |¢)).

Of course, whether computationally efficient algorithms exist for non-Abelian groups is an open
problem, and the non-existence of such algorithms underlies hardness of post-quantum crypto-
graphic schemes [Reg04]. This corollary follows immediately from the information-theoretic feasi-
bility of HSP [EHKO04], combined with Fact 3.3 outlined above. Therefore, we know a StateHSP is
information-theoretically solvable with enough copies and a large enough orthogonality allowance;
the question is when it is computationally efficiently solvable.

3This comment captures the different behavior of our algorithm for the hidden cut problem with a constant
entanglement promise versus a Haar-random promise, as will be described in later sections.
“This is because irrep dimensions cannot be larger than dy < /[G].
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4 An algorithm for the hidden cut problem

In the hidden cut problem, the global state is a tn-qubit state of the form |)®", where |i)) € (C?)"
is separable across an unknown cut C' C [n], denoted [¢) = |¢1)o @ |p2)g, where C = [n] \ C.
Aligning the global state in an imaginary qubit grid with ¢ rows and n columns (see Figure 2), let
us define the relevant column permutation operations:

Definition 14 (Permutation operations). The state |1))®" € (an)®t = C2" is a state on t X n
qubits. Let the standard basis of this space be of the form ®z’e[t] j€ln] leij). Let us define the action
of St on the k-th column of t qubits as the operators Ry(m):

formeS, ke n]: Rg(n) ® lei ;) = ® lei ) ® ‘erl(i),k> . (24)

i€lt],jeln] i[t],jen]\{k} i€[t]

In what follows, we will choose appropriate group actions on the global state |1/)>®t expressed by
groups of ‘column-wise’ permutation operators {Ry(7)}xen)xes,, i-6. the permutation of the k’th

qubit across the t copies.

4.1 The full permutational symmetries defy Fourier sampling

In order to apply the StateHSP framework from Section 3 to the hidden cut problem, the key first
step is to choose an appropriate group action on the state. A first natural choice is to take advantage
of all the manifest permutational symmetries of the global state |¢>®t containing the ¢ copies of the
input state. Such a t-fold state is trivially symmetric under the S; group which permutes the copies.
When additionally the input state is separable across a cut C' C [n], then the ¢-fold global state
W>®t = ]¢1>?§t ® ]¢2>%t has a larger S; X S; permutational symmetry group which acts by permuting
the individual factor state copies (see Figure 2). The natural parent group which accommodates all
of these cut-specific symmetry subgroups is G = S;" acting as single-column permutations. In the
language of StateHSP, the corresponding group action is R : (01,...,0,) — Ri(01) ® - ® Ry (0p),
and the hidden cut subgroup Ho < G preserving the state under this action is® Ho = {o¢ ,uc}m LES: -

In Section 3 we imported the Fourier sampling approach from HSP as a possible algorithm to solve
StateHSP. We now briefly outline an obstacle to applying Fourier sampling to find the hidden
cut with the permutation group action introduced above. While the Fourier sampling circuit can
be implemented efficiently,® the difficulty comes from the information-theoretic properties of the
equivalent standard HSP:

Fact 4.1. Assume t > Q(poly(n)). Given a cut C C [n] which determines a symmetry subgroup
He isomorphic to Sy x Sy inside S;™ as defined above, then performing non-Abelian weak Fourier
sampling over S;™ gives the output probabilities:

/
i1
t

4, ... d3 1 A
= 2 (L0 ) for 2L

PHSP[A17“‘ 7ATL] t

o(1), i € [n], (25)

for some constant 0 < b < 1, with a negligible probability mass outside of this regime. Here, \;
are irreducible representations of Sy of dimensions dy,, and \; 1, )\;71 are the lengths of the first row
and first column of the Young diagram A;. As a consequence, the probability of observing irreps

® As elsewhere in this paper, the notation Ucp,6 means the vector in S™ with ¢ in the C positions and u elsewhere.
This is because of the known efficient quantum Fourier transform constructions for S; [Bea97].
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Y/
i outside of the range %, =+ < o(1) is negligibly small. Inside the typical observable range, the
result means that all cuts result in the same “Plancherel distribution” of outcomes to within negligible

relative corrections O(t*b").

Proof sketch. We merely outline the argument, which relies on technical aspects of the represen-
tation theory of the symmetric group; a similar proof is detailed in [MRS08| to show that Fourier
sampling cannot solve the generic HSP for the symmetric group. The goal is to estimate the bench-
mark HSP outcome distribution (9). Let cyc(o) denote the number of cycles in the permutation
o. The starting observation is that a subgroup element 010020 has a number of cycles equal to
ncyc(o1)/2 + neyce(o2)/2 as a member of S;". Using Roichman’s bounds on the characters of the
symmetric group [Roi96], this gives us that there exists some 0 < b < 1 such that:

o (00D < dy, - dy, PO vele)—eve(02)/2 (26)

This holds true as long as the Young diagrams Ay, ..., A\, F ¢ have a first row or column shorter than a
o(1) fraction of t. This condition is satisfied with high probability due to arguments such as [BDJ99]
about the typical Young diagrams concentrating towards ©(y/t) rows and columns. Therefore, the
chance of ever seeing any diagram outside the scope of this typical regime is negligibly small when
t > Q(poly(n)). Within the typical regime, the bound above is enough to control the non-identity
terms in the sum over the subgroup H in (9), which results in the claim. U

The message of the above claim is that the corresponding HSP problem becomes information-
theoretically harder with increasing number of copies t, which is counter-productive if we expect to
use the number of copies t as a method of signal amplification. Additionally, it is unclear whether
in the low-t regime Fourier samples can be efficiently analyzed to detect the cut. This choice of
group action has the disadvantage that the same parameter ¢ defines both the accuracy of the HSP
approximation via orthogonality amplification, as well as the complexity of the HSP problem. In
the next section, we find a much simpler permutation action such that the parent group depends
on the state size n but not on ¢, with the added benefit of the group being Abelian.

4.2 A first Abelian HSP algorithm for the hidden cut problem

It turns out we can restrict the full permutation group S;" to a smaller group which still supports
the mapping of cuts to subgroups, but whose size grows only with the number of qubits n, but
not with the number of copies ¢. Crucially, the group is the simple Abelian group G' = Z%; since
HSP is known to allow efficient Fourier sampling algorithms in the Abelian case, this opens up the
possibility of an efficient algorithm for the hidden cut problem by the technique in Fact 3.3.

Assume t is even and define the following permutation in S;:
E=(12)34)...(t—11). (27)
Let us allow G = Z4 to act on the space of t X n qubits as:

(@1, xn) 0 [0)® = Ry(€)™ Ro(€)™ ... Ru(&)™ ). (28)

This is a well-defined Z group action since the R;(§) operators mutually commute (Abelian) and
R;(€)? = I (order two since £2 = id). Unless specified otherwise, we can simply denote Ry = Ry (€)
and R(x) = R{" ... R¥~ to simplify notation from here onwards. See Figure 3 for an illustration.

A first algorithm to find the hidden cut C' C [n] can be laid out as follows:
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Algorithm 1: Non-adaptive hidden cut algorithm
Requirements: n additional qubits, implementation of the Z7 group action U, n.

1 if the factor states are promised to be e-far from separable (Theorem 1):
Let t = O(n/€?).
if the factor states are promised to be Haar-random (Theorem 2):
Let t = 2.
for sample count k € {1,...,p}, where p = O(n):
Prepare t copies of the state [¢).
Run the Fourier sampling circuit (Figure 4c): (H®" @ I)Uzy (H*" @ I) [0") ® ) ®*.
Measure the group register to get sample y*) ¢ Z7y.

o I O A~ W N

9 Classically solve for the nullspace of Y = (y(l), e ,y(p))T € ngn which is
span{1€0°,0°1°7}.

The above algorithm succeeds in efficiently finding the hidden cut:

Theorem 4 (Non-adaptive hidden cut algorithm). For € > 0 and an n-qubit input state |1) =
|61)c @ |p2)& separable across a cut C' € (7[17}2), assume that the factor states |¢12) are at least e-far
from all separable (n/2)-qubit states. Then, Algorithm 1 succeeds in finding the hidden cut C' with
high probability using O(n?/e®) copies of the input state |1). The algorithm requires coherent access
to O(n/€?) copies at a time, on which it acts with circuits of depth O(log(n/€?)) given O(n?/e?)
ancillary qubits.

As outlined above, Algorithm 1 addresses both the generic hidden cut problem, which promises that
the factor states are e-far from separable, as well as the case of Haar-random factor states. The
difference between the two is in the choice of the number of state copies ¢t used to produce each
Fourier sample. This section focuses on the first, generic case. In the later Section 5, we will prove
why the stronger promise of Haar-random factor states improves the requirements of Algorithm 1,
such that useful Fourier samples can be produced by constant-depth circuits acting on only two
state copies at a time (see Theorem 2).

As stated in Theorem 4, the above Algorithm 1 succeeds in finding the cut with O(n?/e?) total
state copies. Crucially, at the end of this section we will introduce an adaptive modification of
Algorithm 1, which will allow us to find the hidden cut with only O(n/€?) state copies, thus further
reducing the requirement by a factor of n. This second, adaptive hidden cut algorithm will be
described in Section 4.4 and will build upon the analysis of Algorithm 1, which follows below.

4.3 Analyzing the hidden cut algorithm: proof of Theorem 4

To show that the algorithm succeeds in finding the cut with high probability, we organize the
analysis across the following facts. The first two facts are straightforward:

Fact 4.2 (Circuit size). With n ancillary qubits to represent the group Z%, the Fourier sampling
circuit for the 7% action defined above on the t-fold input state [)®" € (C*")2 can be implemented
efficiently with a circuit of depth O(logt) involving nt/2 ancillary qubits.

Proof. The circuit is sketched in Figure 4c. The group quantum Fourier transform over Zi is
simply n parallel Hadamard gates, while the controlled group action Uz = erzg |x)(x| ® R(x)
is efficient to implement as n parallel sequences of ¢/2 controlled-SWAPs. With a single ancllary
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register of n qubits, this can be implemented in depth O(t), by having each of the n ancillary qubits
control a sequence of t/2 SWAPs in parallel. The depth can be lowered to O(logt) by a fan-out
construction at the expense of using t/2 ancillary n-qubit registers; one copies the information from
the first ancillary register onto all ¢ registers by a O(logt)-depth binary tree of CNOT gates, after
which each of the nt/2 ancillary qubits controls a SWAP in parallel, followed by uncomputing the
CNOT fan-out in depth O(logt). O

Fact 4.3 (Hidden cut as Abelian StateHSP). To each cut C' C [n] corresponds a hidden subgroup
Hc < Zy isomorphic to Z% which preserves the state under the group action, given by:

He = {om, 190°, 019, 17}, (29)
where by 1€0C we mean the n-bit string with 1’s on the positions in C' and 0’s everywhere else.
Similarly, denote by ylcyg the n-bit string whose restriction to the positions in C is the sub-string
y1 € ch‘, and whose restriction to the positions in C = [n]\ C is the sub-string y2 € Zg—|C|_ Then,
performing Fourier sampling on the standard HSP over Zy with the hidden subgroup Hc produces
n-bit string samples from the probability distribution:

_ ) ) -n+2 qn/2 _ n/2
c. v _ Olyi| evenQlya| even 2 ify1-1 =y2-1 = 0 mod 2
Pusplyrys] = on—2 - { 0 otherwise. (30)

This distribution is uniform over the (n — 2)-dimensional Boolean subspace in Z% defined by the cut

C:

ng{yezg:y.1005:y-0010:0mod2}. (31)

This formalizes the hidden cut problem as an instance of StateHSP, and provides the benchmark
Fourier sampling probability of the equivalent standard HSP. The proof of the above fact is straight-
forward, given the manifest permutational symmetries of the ¢t-fold input state (see Figure 3). We
remark that the resulting HSP is a minor variation of the well-known Simon’s algorithm [Sim97],
which provides uniform samples from the (n — 1)-dimensional subspace of Z% orthogonal to the
secret string s: H = {y € Zy : y-s =0} Just like in Simon’s algorithm, learning the orthogonal
subspace based on samples from this distribution is the same as learning the secret, which in this
case means learning the n-bit string 1°0¢ which describes the hidden cut C:

Fact 4.4 (Linear system). A complete spanning set (y(1), ..., yP)) for the cut subspace HE can be
obtained with p = O(n) independent samples from the HSP distribution (30) with high probability.
Given such a spanning set, the string encoding the cut 1°0¢ or its equivalent mirror opposite 0¢1¢
can be determined by solving for the nullspace of the matrix' Y = (y(l), e ,y(p))T with the samples

as rows, which can be done in poly(n) time, e.g. by Gaussian elimination.

Proof. The proof of this fact is straightforward and follows the same logic as Simon’s algorithm.
As an alternative to solving for the nullspace of the matrix Y, we mention here a slightly slower, but
more illustrative equivalent procedure of analyzing the collected samples. The idea is to iteratively
learn the members of each side of the cut by solving a number of n — 1 linear equations involving
the matrix Y, in the following way: first, ask whether positions 1 and 2 (out of n) are on the same
side of the cut (i.e. whether they are both in C or both in C' = [n]\ C). This is answered by solving
for x in the linear system Yx = (1,1,0,... ,O)T; there is a solution x if 1 and 2 are on the same
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side, otherwise the system is infeasible. Continue in this way for each of the remaining positions
3,...,n by solving the same pairwise membership check of each position against position 1, thus
determining the cut allocation of all coordinates in poly(n) time. O

To understand when this Simon-like HSP algorithm can be applied to the Fourier samples coming
from the associated StateHSP hidden cut problem, we need to apply the framework from Section 3 to
bound the difference between the two distributions. This will inform the number of copies necessary
for orthogonality amplification such that the two probability distributions become negligibly close
at the level of each outcome.

Fact 4.5 (Output distribution over Z%). Assume C' € (7[;;}2) is the true cut and the factorization of
the input state is [v)) = 1) ® \¢2>6. Given t state copies for each sample, Algorithm 1 returns
strings in {0,1}™ according to the probability distribution Psiaterisp ot which respects:

PstatesPy, [y1°y2C] — Prsp [Y1C.Y26]‘ < o2 IT a+as0-1], (32)
ke{1,2}
where: B ot/2
Agp= > Tr[ez]”". (33)
SCln/2]
1¢S5
S#+o

Proof. The starting point is the observation that powers of the purity enter naturally as the inner
products of the coset states from Section 3:

t/2
(0| R [0®") = T [42] 2, (34)
where the Tr[¢2] denotes the purity across the cut Cx = {i € [n] : z; = 1} represented by the
bit-string x € Z%. Importing the StateHSP analysis (16) from Section 3, it follows that our Fourier
sampling circuit effectively performs a Boolean Fourier transform on this set of amplified purities.
Specifically, the output distribution is:

1
2n

3 (-1 T[y2]”?, wherey € Z3. (35)

XELy

PStateHSPd,,t [Y] =

Operations in the hidden subgroup H¢ (29) preserve the state, so we can split the above sum over
the group Z% into a sum over the subgroup H¢ and a sum over the coset representatives Z%/Hc:

1 h- : 27t/2
PStateHSPw,t [y] = 2_n Z (_1) Y x Z (_1)xy Tr [djx] : (36)

heHe xeZy /He
The first term is precisely the Pygp[y| distribution corresponding to the standard HSP problem
with the same specifications. Given the internal structure of the state, the purity factors into the

two separate contributions from each substate:

_ o )
Pstatcrisp,, [Y1y2S] = Pusplyl x [ | D (-1 Tr[ébi,z]t/ : (37)
Ke(12} | pezr?

21=0
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Here, we have chosen coset representatives Z3/Hco = {z°2¢ : 2,7 € Zg/2, z1 = Z1 = 0}. The
conclusion follows from a triangle inequality (i.e. ignoring the 41 phases) on all the terms on the
right hand side except the leading term from z = 0™2, which corresponds to a trivial void cut with
purity one. ]

A sufficient condition for the algorithm to work is to ensure that the two distributions are negligibly
close in a relative sense at the level of each outcome, meaning Psatense,,  [y] = Pusply] (1+negl(n)).
Given the above fact, it is enough to choose the number of copies per sample ¢ such that Ay, , ;=

negl(n).

Fact 4.6. If a state |p) on n/2 qubits is at least e-far from any separable state along any internal
cut, then: Aygy < 272(1 — €2)1/2. Therefore, a choice of t = O(n/€®) copies per sample makes the
relative correction in Fact 4.5 negligible in n.

Proof. The result follows from a straightforward binomial sum argument. Using Proposition 5, we
have that each nontrivial purity is upper-bounded by Tr [gz%] < 1 — €2, therefore:

Dpp= > Tr[e3]"? (38)
SCln/2]

1¢S5

S%£o
< 2n/2(1 o E2)15/2 (39)

n 62

<ern'y (40)
Therefore, a choice of t = O(n/e?) is enough to make this quantity negligible in n. O

This completes the proof of the main theorem.

4.4 Improving the Abelian HSP algorithm by adaptive subspace preparations

In this section, we describe an adaptive modification of Algorithm 1 which improves the number of
state copies required to determine the hidden cut by a factor of n, from O(n?/e?) down to O(n/e?).
This achieves an optimal asymptotic in terms of the number of state copies (up to logarithmic
factors) as announced in the introduction, given the related decision lower bound of Jones and
Montanaro [JM24]|. The adaptive algorithm operates as follows:
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Algorithm 2: Hidden cut algorithm with adaptive subspaces
Parameters: n qubits, factor states promised to be € away from product states.
Requirements: 2n additional qubits, implementation of the Z3 group action Ugzp.

1 for sample count k € {1,...,n —2}:

2 Define the Boolean subspaces EIJ{ = Span{y(l), . ,y(k_l)} and X = (EIJ;)J', defined as
Sp={z€Z8 :z-y") =0mod 2, Vj € [k —1]}. If k = 1, then set 5y = Zj.

In the ancillary group register, prepare the superposition |X;) = \/ﬁ Zzezk |z).

Prepare t = O(1/€?) copies of the state |1)).

Run the Fourier sampling circuit: (H®" @ I) Uzp %)) ® 1) ®*.

Measure the group register to obtain a new sample y*) e Zy.

I =R BN w

Keep the sample if it is nonzero and outside Eé‘, otherwise repeat.
8 Classically solve for the nullspace of Y = (y(l), e ,y("_2))T € ngn which is
span{1¢0°, 0¢1¢}.

Compared to Algorithm 1, the key difference is a different initial state in the ancillary register which
hosts the regular representation of the parent group G = Z5. The previous Algorithm 1 followed a
standard Fourier sampling procedure which initialized the group register in a uniform superposition
over all group elements, i.e. over all of Z3. By comparison, the adaptive Algorithm 2 introduced
here will instead initialize the group register in a uniform superposition over the Boolean subspace
which is orthogonal to previously collected samples. We will show that this serves to boost the
probability that new samples will be linearly independent, such that a smaller number of copies is
needed at every step for amplification purposes. Our main result is the analysis of this algorithm,
showing that it succeeds in finding the hidden cut with constant probability:

Theorem 1 (Hidden cut algorithm — restated). For ¢ > 0 and an n-qubit input state |¢)) =

[n]
n/2

from all separable (n/2)-qubit states. Then, Algorithm 2 succeeds in finding the hidden cut C' with
constant probability using O(n/e?) copies of the input state |b). The algorithm requires coherent
access to O(1/€?) copies at a time, on which it acts with circuits of depth O(n?) + O(loge™!), and
polynomial-time classical processing.

|61)c @ |p2)5 separable across a cut C' € ( ), assume that the factor states |¢12) are at least e-far

Proof. Since Algorithm 2 is a direct modification of the Fourier sampling approach of Algorithm 1,
the proof of this theorem proceeds along similar lines. Three key technical points need to be added
to the analysis, which we prove in the rest of this section. First, we show that the ‘subspace states’
|2)) can indeed be efficiently prepared on the group register at the beginning of each sampling
round (this is shown in Fact 4.7 below). The efficient circuits involved in preparing these states
rely on finding basis vectors for the corresponding subspaces, which can be efficiently obtained
classically. Second, we show that all samples lie inside the cut subspace H, é with probability one,
which is a consequence of the hidden cut StateHSP instance admitting the subgroup H¢ as the
hidden symmetry subgroup; we show this in Fact 4.8 below. Finally, we show that consuming
a number of t = O(1/€?) state copies per sample results in a constant probability of the new
sample being linearly independent with respect to previous samples (see Fact 4.9 below). This
suffices for an overall constant probability of success of Algorithm 2 due to the rejection sampling
procedure on Line 7, since at every sampling round we reject new outcomes until they are linearly
independent. O
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Fact 4.7. If¥ is a d-dimensional subspace of ZY, then the n-qubit subspace state |¥) = 2d/2 Y ogex 1Z)
can be efficiently prepared with circuits of size O(nd) < O(n?).

Proof. Given an n-bit string z € Z%, one can easily implement the (1+n)-qubit controlled addition
unitary Uy : |a) |x) — |a) |x @ az) for any a € {0,1}, x € Z3. Specifically, this can be implemented
with a number |z| = O(n) of sequential CNOT gates controlled on the a register, which act on the
x registers in the locations on which the string z has entries equal to one.

Let z1,...,2zq € Z5 be a basis of the subspace ¥. Then, by a sequence of unitaries Uy, ,...,U,, of
the kind described above, one can efficiently implement the (d + n)-qubit unitary:

Us: la)[x) = |a) [x © a121 & - - & aqzq) , (41)

with a circuit of total depth O(nd). Similarly, with the same gate count one can implement the
‘inverse’ (d + n)-qubit unitary which acts as:

Vs |b)la1z1 @ - @ agzq) — |b®a)larzy & - D aqzq) , (42)
for any b, a = (ay,...,aq) € Z4.

Then, starting from the zero state on d + n qubits, the substate state can be prepared as:

|0) ® |0) — 2d/2 Z |a) ® |0) (applying d Hadamard gates on the first d qubits)

aczg

1

— 542 Z la) ® |a121 - - B agzq) (applying the Ug circuit defined above)

aczg

1
— 0y ® 2472 Z la1z1 @ -+ ® aqzq) (applying the Vg circuit defined above)

aczg
=10) ®|%).

This procedure prepares the substate state |¥) = 27%/2 Eaezg la1z1 & - - & agzq) on the last n
qubits, with a circuit of overall size O(nd). O

Fact 4.8. Each new sample y*) is always in the cut subspace Hé:

Proof. The state prepared at the k-th round of Algorithm 2 is of the form:

2n—k on—(k—1)/2 Z y) @ Z 1)*Y R(z) [1)*", (43)

yeZR zEY,

on which measuring the first register returns an outcome y € Z7 with probability:

1 ,
Pyl = ooy o (1Y) (0¥[R@) R(z)| o)
z,2' €3y
= 2%_;/6“ Z (-1)¥ (202") <T/J®t‘R z O Z)‘1/J®t> (as R is ZJ-representation)
2,72/ €3y
= 2% (—=1)¥™ <7/)®t|R(Z)W®t> (by summing over %)
ASINA
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where we used the fact that Xy is a (n — k + 1)-dimensional subspace of Z¥, so it also operates as
a subgroup of Z4 under addition.

We notice that if a string z is in the subspace X, then we must have that all elements in the
associated hidden coset are also in Y. The argument proceeds by induction. Specifically, z € ¥
if it is orthogonal to previous samples: z - y¥) = 0 mod 2, for j € [k — 1]. Assume that previous
samples are in the cut subspace Hé:, meaning that 1€0¢ - y() = 0€1¢ .y = 0 for j € [k —1].
Then, we also have that (z®1¢0¢) -y = (z091¢)-y0) = (z17)-y¥) = 0 mod 2 for j € [k —1]
— in other words, if z € ¥, then also the rest of the coset z @ 1€0¢, z ® 091, z @ 1" are in Ty,
The base case for the induction is true due to the argument of the previous section which underlies
Algorithm 1. Another way of stating this fact is that Ho remains a subgroup of all intermediate
subspaces ¥y, when viewing Y as subgroups of ZJ.

Finally, we use the fact that Hg is the hidden subgroup defining this StateHSP, which means
that the inner product <1/J®t‘R(Z)|1/J®t> remains invariant when taking z — z + h, for h € Hg =

{0™, 1006, 0¢ 15, 1™}. Therefore we can reformulate the outcome distribution derived above in terms
of the cosets of ¥, by the hidden subgroup H¢:

1
Pyl =57 > (1" > (=1 (¥|R(z)[v™)
heHc z€X/He
L (=907 g (o1 g
B 2 2 2n—2

> DY R@)[YE)
z€X/He
-
= Y O R ).

z€X/He

such that all measurement outcomes lie in the cut subspace H, é: ={yezy:y- 190C = y- 0016 =
0 mod 2} by a similar mechanism as in the previous algorithm. O

Fact 4.9. When using t = O(1/€%) state copies per sample, each new sample y(k) is outside of the
subspace Eé‘ with constant probability.

Proof. We can use the derived outcome distribution from the previous Fact 4.8 to express the
probability that a new sample is not in the subspace Z,ﬁ by its complement:

Plygzi|=1- > Pl

yest
1
=1- o Z Z (—=1)¥= TI‘[T/)Z]t/2 (In terms of purities, as in Fact 4.5)
yEEé‘ zZEX
1 .
=1- on—k+1 Z Tr[qu]tﬂ (Since y -z =0)
FASINA
1
=1- P Z Tr[q/;z]t/2, (Organizing the sum by cosets)
ze€X,/He

where in the last line we split the sum over the H¢ cosets of X, using the findings from the proof
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of Fact 4.8 outlined above. Next, using Proposition 5 to bound all nontrivial purities leads to:

1
p [y ¢ EH =1- kT 1+ Z TI‘[l/Jz]t/2 (Separating the zero term)
On#ze%y, /He
1
>1- P (1 + @ - ez)t/2> (Using Proposition 5)
1
> 3 (1 - (1- 62)t/2> . (Since k € [n — 2])

Therefore, a choice of t = O(1/€%) makes this probability at least a constant, which suffices for the
purpose of Algorithm 2. O

5 The special case of Haar-random states: proof of Theorem 2

In this section, we will study the hidden cut problem when the factor states are promised to be
sampled independently from the Haar measure. Intuitively, Haar-random states would be at least
a constant distance away from product states with high probability, such that Algorithm 2 of the
previous section can be applied to find the cut given O(n) state copies. While we do not improve
on the number of state copies required (and beyond a possible factor of logn, no improvement
should be possible at all, given the decision lower bound of [JM24]), in this section we show how
a careful analysis can reduce the other algorithmic requirements. Specifically, instead of running
our adaptive algorithm (Algorithm 2), we show that our first, conceptually simpler non-adaptive
algorithm (Algorithm 1) suffices in this case. By taking advantage of the properties of the Haar
measure, we show that in this case Algorithm 1 finds the cut with minimal requirements, involving
circuits of constant depth (as opposed to depth O(n?) 4+ O(loge™1) as required by Algorithm 2)
acting on only two state copies at a time:

Theorem 2 (Hidden cut algorithm with Haar-random states — restated). Under the stronger
promise of Haar-random factor states, the hidden cut can be found by the version of Algorithm 1
using only O(n) copies of the input state, by running circuits of constant depth which coherently
access only t = 2 state copies at a time.

To prove this result, we will have to further analyze the details of the StateHSP Fourier sampling
distribution. In particular, we will relax the strong requirement of negligible relative error between
the StateHSP and HSP Fourier sampling distributions (2) used in the previous sections. The Haar
measure toolkit will nonetheless provide enough analytic control over the resulting distributions.
Many of the technical details will be delegated to Appendices A and B, but this section will contain
the main workflow behind the proof of Theorem 2.

To start, define the Fourier purity probabilities generated by an n-qubit state |¢) as:

P(y: ) = g 3. (~1¥*Te[62], wherey € 7} (44)

XELY

where Tr [gbi] is the purity of |¢) across the cut represented by the binary vector x € Z%, i.e. when
tracing out the qubits in the set Sx = {¢ € [n] : 2; = 1}. Notice that this is similar to the
probabilities studied in the previous section, except that the number of copies is fixed to t = 2.

31



The central fact is that these quantities self-average in a strong sense under Haar-random states, as
formalized in the following lemma:

Lemma 1 (Self-averaging of Fourier sampling distribution). With high probability over the choice
of a Haar-random state |$), the Fourier probabilities self-concentrate:

PV 0) = | aacayon T &3 %) (14 negl(n) (45)

9. 3n—lyl

= Jy.17=0 mod 2 72+ 1) (1 + negl(n)) . (46)
Specifically, with probability at least 1 — 6
P .
Yy € Z : (y; ¢3P(y- i 1| < 6 Y2 . gn/2+e(1) (47)

E
~Haar[(C2)®"]
Therefore, we can choose 6 = k™" for any constant k € (1,3) to satisfy the conclusion.

Proof. The proof follows from second-order tail bounds applied to the covariance of the internal
purities of a Haar-random state. We delegate the proof details to Appendix A. O

Applying this fact to the factor states making up the separable input state immediately leads to the
following modification of Fact 4.5 in the case of Haar-random states, when we restrict the number
of copies to t = 2:

Fact 5.1. Consider the hidden cut problem with input state [¢p) = |p1)-®|d2) e separable across cut

C e (T[L%), and assume the factor states |¢12) are independent Haar-random states on n/2 qubits.
Then, with high probability over the Haar-random samples |¢12), the Fourier sampling probability

distribution with t = 2 copies of the state is:

Pstatetisp, , [YT 5] = P(y1; 61) P(y2; ¢2) (48)

gn—lyil=lyz|

5 €U€7L5 even
_ Oyl ly2 5 (1 +negl(n)), (49)

n—2 (2n/2 + 1)

where the first factor is the associated HSP Fourier distribution Pusply] defined in (30), which is
uniform over the (n — 2)-dimensional Boolean subspace Hé induced by the cut.

This distribution is equivalent (up to the negligible relative correction) to producing outcomes'y by
the following rejection sampling protocol: produce a sample y € Z5 by independently sampling each
bit from a Bernoulli distribution y1,...,y, ~ Ber(1/4); keep the sample y if it lies inside the cut
subspace Hé:, and sample again otherwise.

We observe that, while the HSP distribution is uniform over the cut subspace H, é:, the distribution
(48) derived above is still supported inside the cut subspace Hé:, however it is non-uniform since
it skews towards smaller-weight outcomes. It remains to show that this modification does not
significantly impact the number of samples required to accumulate a complete basis of the cut
subspace H, é:

Theorem 2 (Hidden cut algorithm with Haar-random states — restated). When the input state
|V) = |91) ®|P2)e is a product of two (n/2)-qubit Haar-random factor states |¢1) , |¢2), a variation
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of the hidden cut algorithm finds the hidden cut with constant probability and using only O(n) copies
of the state, involving circuits of constant depth which coherently access only two state copies at a
time.

Proof outline. We delegate the full proof to Appendix B, but we outline the argument here.
The standard form of Simon’s algorithm, including the modification relevant for Theorem 1 above,
relies on output distributions which are uniformly supported inside the hidden subspace. This
uniformity condition makes it easy to compute the probabilities involved in the “basis coupon
collection” process, showing that n — k independent random samples can form a complete basis for
an (n—k)-dimensional hidden subspace with constant probability. However, we are interested in the
special case of purity Fourier sampling with a hidden cut state made of Haar-random factor states,
which produces n-bit string outputs from the Pgtatenisp,, , distribution defined above in (48). As
mentioned in Fact 5.1, the resulting samples are not uniformly distributed inside the subspace, but
they are skewed towards shorter-weight strings; the distribution is equivalent to rejection-sampling
from an entrywise Bernoulli with 1/4 probability of returning one, and keeping the sample if it
lies inside the cut subspace Hé The simple mathematics of Simon’s coupon collection does not
work anymore since the uniform assumption is violated. Our goal is to show that nonetheless, a
similar conclusion still holds in this non-uniform case, such that a basis for the cut subspace can be
collected in O(n) samples.

In fact, we will prove a slightly weaker form of the necessary basis coupon collection, but one
which places us within an O(1) distance to the full answer. Recall that the hidden cut subspace
Hé: C Zy is of dimension n — 2. Specifically, we will show that n — 3 independent samples from
the desired distribution (48) are linearly independent with a probability of at least one half. This
is only one false cut direction away from finding the true cut. Specifically, the nullspace of the
matrix Y € Zén_g)xn whose rows are the linearly independent samples has dimension three, and
will contain eight vectors; two of them are the trivial cuts 0" and 1", leaving a number of six non-
trivial candidate cuts. Two of the six candidate cuts are the two equivalent cut strings 1°0¢ and
1€0%. Checking the six candidate cuts can be done by cut-specific SWAP tests, each SWAP test
requiring a constant number of copies for a constant success probability guarantee. This is enough
to show that the true cut can be found with a constant probability using O(n) state copies.

We remark that numerical evidence strongly suggests that n — 2 i.i.d. samples from the distribution
(48) form a complete basis for the cut subspace with constant probability, such that in practice
the standard Simon’s basis coupon collection routine succeeds in this case as well without the need
to explicitly find the last basis vector via SWAP tests. We leave a formal proof of this technical
conjecture about Boolean random matrix theory to future work. O

6 The many-cut case

The hidden cut algorithms from the previous section also apply naturally to the more general setting
in which the input state is separable into two unequal subsystems, or indeed into more than two
subsystems across an arbitrary set partition of the qubits, which we will refer to as the ‘hidden
many-cut problem’. Finding the cut means identifying the set partition C1 U---UC,, = [n] (where
the U symbol stands for disjoint union). Just as before, the number of copies used coherently to
generate each Fourier sample will be chosen such that the corresponding StateHSP problem produces
a similar outcome as the benchmark HSP distribution, up to negligible relative corrections in n.
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The Simon-like target distribution will now be supported on an (n — m)-dimensional subspace of
735 orthogonal to the cut strings, where m is the number of parts in the cut:

2-ntm if g 11C| = 0 mod 2, for all k € [m]

Cl Cm j—
Pusplyi" -y ]—{ 0 otherwise. (50)

Here, the notation y?l L yEm

represents the n-bit string with y; € Z‘chl in the positions in Cf,
y2 € Z‘QCQ‘ in the positions in Cs, etc. A similar analysis bounding the contributions from possible

false cuts applies at the level of the m factor states.

Additionally, we note that the case of interest for our algorithm involves many-cuts for which all
the parts are bigger than a constant. Otherwise, a naive brute-force approach involving sequential
SWAP tests of all possible qubit combinations of constant size can be peformed to iteratively discover
the parts of the cut in polynomial time.

Corollary 1 (Algorithm for the many-cut problem — restated). Assume an n-qubit state |¢) is
separable across an unknown set partition into m parts Cy U --- U Cy, = [n]:

) =lo1)c, @ @ |om)c,, - (51)
Then the set partition/‘many-cut’ {C1,...,Cp} can be identified in polynomial time:

(a) If the factor states are promised to be e-far in trace distance from separable, then Algorithm 2
can identify the many-cut with O(n/€%) total number of state copies, with constant success
probability. The algorithm runs circuits of depth O(n?) + O(loge™1) on O(1/€?) state copies
at a time.

(b) If the factor states are Haar-random, then Algorithm 1 can identify the many-cut with O(n)
state copies with high probabulity, provided the additional constraint that the cut parts are
superlogarithmic in size: Milge (] |Ck| > w(logn). The algorithm runs circuits of constant
depth, acting on two state copies at a time.

Proof. The proof follows the same logic as Theorem 1 (see Section 4.4) and Theorem 2 (see
Section 5). The outcome probability of the non-adaptive Fourier sampling circuit (i.e. the up-
dated version of (37) in the case of m partitions) becomes:

. t/2
Pstatetisp,, [Y7" - yor] =Puselyt oyl [T | D (—1)7 ™ Tr[¢f ] 2l (52)
kelm] | cglonl
S[?kylzo

where the benchmark HSP distribution is the one defined in (50). A similar triangle inequality as
in Fact 4.5 gives us that:

1
PStatetsp,, [Y " --- Yo — Pasply{! ... yor]| < S II O+2g.0-1], (53)
ke[m]
where we define, as before:
_ t/2
A¢k7t = Z Tr[gbixk] : (54)
xkEZ‘zck‘
xk;é()lckl
ka:O
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For the non-adaptive Algorithm 1 to efficiently find the cut, it is sufficient to choose ¢ such that all
Ay, + are negligible in n.

(a) If |¢), is at least e-far from all separable states, then Proposition 5 gives us that Tr |:¢z’x] <

1 — €2 for any nontrivial cut x, leading to an upper bound via triangle inequality:

Agpp < (U —1)(1 - )2 (55)
< 2|C*|—O(t€2) ) (56)
Here, we defined the largest cut component size as |Cy| = maxyepy,) |Ck|. The above can be

made negligible in n if t = O(|C4|/€?) +O(log? n). This suffices to show how the non-adaptive
Algorithm 1 applies to finding the many-cut with high probability with O(n/e?).

Applying the adaptive Algorithm 2 to the many-cut case is similarly straightforward. Just
as in section Section 4.4, the adaptive algorithm will accumulate n — m linearly independent
vectors in the (n—m)-dimensional cut subspace H, é by the adaptive Fourier sampling method.
New samples are always in the cut subspace by the StateHSP subgroup symmetry; a number
of copies t = O(1/€%) suffices to lower-bound the probability that a new sample is linearly
independent with respect to previously collected samples by a constant. This in turn is enough
to make sure that the algorithm terminates and succeeds to find the cut with a constant overall
success probability.

(b) The results of Section 5 apply in this case as well, since each part Cj of the partition incurs a
relative error of size O(271C%!). Since there are at most n parts, the overall corrections remain
negligible as long as each individual correction remains negligible, i.e. if all parts are more
than logarithmic in size, i.e. minge(,, |Ck| > w(logn). O

We conjecture that the stricter requirement of superlogarithmic part size in the case of Haar-random
factor states can be removed with a more careful accounting of the concentration properties of Haar-
random states.

Finally, we remark that one does not necessarily need to know the number of unentangled parts
which make up the input state a priori, since this is not a parameter in our algorithms. In fact,
one can efficiently infer the number of parts in the many-cut by analyzing the linear independence
of the obtained Fourier samples: if the input state is a product of m factor states, then the rank of
the accumulated samples will plateau at a value of n — m.

7 Discussion, applications, and open questions

7.1 Applications: cryptography and pseudorandomness

As mentioned in the introduction, our hidden cut algorithm provides a no-go result for certain
recursive constructions of pseudorandom states. In particular, our algorithm shows that a product of
pseudorandom states across a random cut is not itself pseudorandom. More broadly, our hidden cut
algorithm prohibits pseudorandom state constructions with zero entanglement across any partition
of the qubits. However, certain generalizations of these constructions are not ruled out by our
algorithm. For example, consider a nonzero-entropy hidden cut state, for example a rank-two state
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of the form:

) = % (laxe ® 11 + )o@ |B)g) (57)

where the tensor products are taken across a random cut C' C [n], and the sub-states |y 2) and
|51,2) are pairs of orthogonal pseudorandom states. Such a state would have constant, but nonzero
entanglement entropy across the cut; the cut remains information-theoretically detectable, and
verifying the cut can still be achieved with only a constant number of copies via a standard SWAP
test. Interestingly, running our algorithm on such an input state would fail to identify the hidden cut
C. Specifically, the resulting Fourier sampling distribution obtained becomes a noisy version of the
Simon’s problem, such that the samples now have a constant, nonzero probability of lying outside
of the cut subspace H, é In other words, solving for the cut subspace would require solving a noisy
system of linear equations over Z3 with a constant noise rate, i.e. it would require solving a version
of the learning parity with noise (LPN) problem, which is conjectured to be cryptographically hard.
We leave open the question of designing an algorithm for finding the hidden cut in the nonzero cut

entropy scenario, or alternatively of producing further evidence that the problem is computationally
hard.

We also note the hidden cut problem might be useful for constructions of quantum money. Here,
the goal is to produce ‘banknote’ states which are difficult to copy but easy to verify. One could
imagine a quantum money scheme based on the hidden cut problem, in which the cut serves as
the secret key, and the banknote would be composed of only a constant number of copies of the
separable state. This means our algorithm cannot be used to find the cut, since it would require
a linear number of copies. Therefore, it is possible the cut could be cryptographically protected.
On the other hand, verifying the cut only requires only a constant number of copies by a standard
fixed-cut SWAP test. It remains an open question whether such a quantum money construction can
be made public-key compatible. We remark that the factor states themselves, not just the location
of the cut, could potentially serve a cryptographic function.

7.2 The StateHSP framework

Motivated by the hidden cut problem, in Section 3 we introduced a state version of the hidden
subgroup problem as a flexible framework for problems with state input which feature a hidden
symmetry subgroup. An natural question is whether the StateHSP framework can be used to derive
quantum algorithms for other quantum information tasks. One source of inspiration could be tasks
in unitary complexity theory [RY22, MY23, BEM23|. Alternatively, in the other direction there
is the question as to whether StateHSP can give rise to cryptographic primitives via information-
computation gaps. As a corollary of our work is that StateHSP is information-theoretically solvable
with enough copies and orthogonality allowance (see Corollary 5), which opens the possibility of
information-computation gaps in the general case. Another potential avenue is to consider cases
where the mechanism for orthogonality amplification by preparing poly-many state copies is not
available — in such cases, the StateHSP might become hard, while also resisting the reduction to
HSP via orthogonality amplification.

7.3 Entanglement features

We note that a combinatorial view considering all internal purities of a given state ¢ organized as
a so-called entanglement feature vector |Wy) o erzg Tr [1/),2{] |x) appears in the condensed matter
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literature” [YYQ18, YG18, FVVY21]. While constructing the entanglement feature state |Wy)
from the input state [1)) seems to be generally hard, our hidden cut algorithm is able to indirectly
manipulate this quantity. In particular, we remark that our Algorithm 1 is able to perform Fourier
sampling on the moments of the entanglement feature vector (see equation (35)). We leave it as an
open question to further explore this connection.
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A Internal purity covariance of Haar-random states and the self-averaging of
Fourier sampling distributions

A.1 Proof of Lemma 1

The proof of Lemma 1 will make use of the two auxiliary results Fact A.1 and Fact A.2, detailed
below. Here, we import these facts to show how they lead to the conclusion of Lemma 1.

The key quantity is the collection of purity Fourier sampling probabilities induced by a state |¢)

(44), defined as:

P(y; ¢) = 2% Z (=1)Y*Tr [qﬁi], where y € Z . (58)

xXELy
The goal is to study how these probabilities self-average when the state |¢) is fixed to a typical
sample from the Haar measure on m-qubit states, which we will denote by Haar, to condense
notation.

Fact A.2 gives us explicit expression for the mean and variance of a single purity Fourier sampling
probability P(y; ¢), when |¢) is sampled from the Haar measure on n-qubit states. Chebyshev’s
inequality then allows us to show how one of these quantities concentrates:

Vard;NHaarn P(Y7 1/})
P ||P(y;¢)— E P(y; E P(y;
¢~Haar, H (y7 qb) y~Haary, (y7 T,Z)) 2Bd;wHaaurn (y7 T/)) - /@2 (E¢~Haarn P(y; 1/1))2 (59)
\\—n —n\ _ 9—2n+1
3yl=n (14 27n) — 2720+ (60)

- B2(6+5-2n +4n)
Here, the states are implicitly understood to be sampled from the Haar measure on n-qubit states.
The notation |y| denotes the Hamming weight of the bit-string y € Z5. We want a typicality
statement about all of the probabilities (P(y))yezy induced by a single state |¢) sampled from
the Haar measure. This can be obtained by a simple union bound over all the outcomes y € Z7,
resulting in:

E Py:o)|>s E Py < EI @I -2

P [HYGZE‘ : 'P(y; ?)

¢~Haary, B ~Haary, ~Haary, 52 (6 +5-2" + 4“)
(61)
3—n+o(1)
< Tz (62)
from which the conclusion follows. O

A.2 The covariance of internal purities of Haar-random states

The proof above invokes the following two facts involving properties of the second and fourth
moments of the Haar measure. The first fact involves calculating the mean and covariance of the
internal purities of a Haar-random state:

Fact A.1. Let |¢) be a state sampled from the n-qubit Haar measure. Let Tr [qﬁi] denote the purity
of |@) across the cut determined by the bit-string x, i.e. by tracing out the qubits in Sx = {i € [n] :
x; = 1}. Then we have that the average purity across a cut is:

_ 2
Px= i, Tl (6%
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9-Ix| 4 9—n+lx]|

64
142-7 (64)
Also, the covariance between pairs of purities is given by:
— 2 2 2 2
Yx = o Earn Tr[¢yx] Tr[o%] — o gar Tr[¢5] NHaarn Tr [y ] (65)
9lx®x’| + gn—|x@x’|
PxPx’ - (66)

(2" +1)(2" +2)(2" +3) (27 +2)(2" + 3)

Proof. Averages involving state purities can be turned into averages over the corresponding sym-
metric subspace starting with the following reformulation:

@) Ri((12)- o)™, (67)

;=1

which follows the notation from Section 4. Specifically, R;(o) applied the permutation o € S; to the
i-th qubit across the t copies. The above equality involving the simple purity Tr [(;5,2(] corresponds
to the special case t = 2. Next, we use the well-known equality between the Haar t-fold ensemble
and the maximally mixed state over the ¢-fold symmetric subspace (see for example [Har13]), which
in our notation translates to:

E ®t
¢~Haary, | ><¢| 2” +t—

Z Ri(o ® R (o). (68)

" o€eSt

Applying this fact, we have that the average purity is:

E Tr[¢i] = Ri((12)- E ®2 69
S T[ed] = Z(?il N, E. 10Xl (69)
2n+1 YNl Q) Ri((12)-0)® X Rj0) (70)
UESz i:xi=1 Jixj=0
2"+1 Z H Tr[R;((12)-0)] H Tr[R;(0)] (71)
O'ESQ ;=1 Jjixj=0
1
N x| cye((1 2)-0)+(n—|x]) cyc(o)
=@y 22 yelo), (72)

oES2

where in the final line we used the fact that Tr[R;(c)] = 2°°(?). Here, cyc(o) denotes the number of
cycles in the permutation o. The explicit sum over o € Sg = {(1)(2), (1 2)} leads to the closed-form
result:

b= E T [¢2] (73)
9-Ix| 1 9—n+lx]|
T i )

To calculate the covariance entries we will need a fourth-moment calculation. This is because the
same technique used in (67) above can be used to rewrite the product of two purities in terms of
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four copies of the state:

Tr[g2] Tr[el] =Tr| Q) Ri((12) Q) Ri((34))- o)™ ] (75)

iixi=1 7 :c;:l

where in this case ¢t = 4 because the column-wise permutations R;(c) represent o € S4. We apply
the same workflow from above to translate the average over 4 copies of the Haar-random state |¢)
to a combinatorial sum over the symmetric group S4, leading to:

LE W AR ) e E—— §42\x\xl|cyc((1 2)0)+[xn! [ eye((1 2)(3 4)0)+[x/\x| cye(3 4)0)+(n—|xUx’|) cye(o)
(76)
In the above, we introduced set notation for binary strings in a natural sense, meaning that x\x’ =
{i en] : z; =1and o, =0}, alsoxNx' = {i € [n] : x; =1 and z, = 1}, as well as
xUx' ={i€n] : ; =1oraz, =1} From here, the closed-form expressions for the covariance

matrix entries ¥x x follow from explicit calculation by summing over the permutations o € S4. 0O

Fact A.2. The average and variance of the purity Fourier probabilities P(y; ¢) when the state |¢)
1s sampled from the Haar measure are:

31 4 (=1)y) 2.3

soar, T 9) 2n(2n + 1) 2n(2n + 1)5‘y\ even (77)
92—4n  gn— 2ly| on (2n + 1) 3\y\ _9.3n
Var P(y7 qb) ( )5\y\ even* (78)
oo, @ @ ) (749

Proof. The proof follows from explicit calculations with the results of Fact A.1, applied to the
definition (58) of the probabilities P(y; ¢). O

Remark. While numerical evidence suggests a much stronger self-averaging result applies at the
level of each purity Tr[qﬁi] of a Haar-random sample, applying the above Chebyshev tail + naive
union bound to individual purities fails to confirm this. However, one reason why this simple
approach succeeds in Lemma 1 to bound the Fourier probabilities P(y; ¢) is that, in fact, the
purity covariance matrix ¥y x» = Covg[Tr #2, Tr qﬁi,] computed in Fact A.1 above is approximately
diagonalized by the Boolean Fourier transform. Letting F' = H®" be the Boolean Fourier transform
unitary:
1

Fyx=gum

(=)™, (79)

then we have that in the Fourier basis the purity covariance is almost diagonal:

FYFf 4377 5 2 gl § 80
( Jyy' = (27 4+ 1)(2" + 2)(2" + 3) < vy T m > |y| even®|y’| even- (80)

In other words, the covariance matrix ¥ x is dominated by the first term in equation (66).
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B Simon’s algorithm with non-uniform samples and the hidden cut algorithm
for Haar product states

Recall that sampling y € Z3 from the distribution Pstatersp w2 (which we will denote Py o for ease
of notation) defined in (48) is equivalent to sampling each of the n entries i.i.d. from a Bernoulli
with 1/4 probability of yielding 1 and 3/4 probability of yielding 0, and afterwards keeping the
sample if it has even weight on both sides of the cut. To restate the explicit form of the distribution

(48):
— 3 n B B .
Pw,2[Y?YQ] = 5\y1\ even 5\y2| even (Z) 3 yil=lyz (1 + 0(2 /2)) . (81)

Let us first prove two helpful statements which will build towards Theorem 2. The first fact is a
convenient simplification:

Fact B.1. Assume p < O(n). Averaging over p samples from the Py o cut-specific distribution
can be replaced with averaging over the simpler distribution in which the entries are independent
Bernoullis, up to a negligible relative correction:

E P ODg...ay®| = E P Da...av®| (1102 /2
y(l)“,,’y(P)NPw’z w72 y @ @ y :| y(l),,,,,y(P)NBCr(l/zl)n w’2 |:y @ @ y ] ( + ( )>
(82)
=g (1+00277)), (83)
where we define the useful quantity:
2 +27P\"
@p=4 < 1 ) . (84)

Proof. Taking a fixed z = z{'z$ € Z2 of even weight on both sides of the cut (i.e. |zy], |z2| even),

consider the quantity:

NIE 3—|y€BZ\ _ Z Z ]P’_[’}’l’ — 2[)1 + dl — ‘Zl‘ n b’2‘ = 2[)2 + d2 - ‘Z2H 3_d1—d27
y~Py,s 0<d1,ds<n/2 0<b<|z1 | Y1 Y2
0<b<|z2|

(85)

where we define di = |y1 @ z1| and by = |y1 Nz = [{i € [n/2] : y1,; = z1,; = 1}| (and similarly for
da, be). Notice from (81) that the distribution over y completely factorizes over the two sides of the
cut y1 and yo, and so does the above sum, so it is enough to study only one side of the cut. We
can therefore express explicitly, using (81):

3n/2—‘21| |Z1| n _ lzl‘
Z P [ly1| = 2by +dy — |z1]] 370 = 2 Z < ) < 2 )3—2171'
0<d;1<n/2 v 2n/ (2n/ t 1) 0<d1<n/2 even bl dl o |Z1| + bl
0=z 0<bi <z

(86)

There are two observations. First, since |y;| = 2b; + d; — |21] has to be even, and since we assume
|z1| is also even, then this restricts d; to only take even values. Second, the d; in the exponent
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cancels out, and the sum over d; becomes easy, since it is exactly half of a sum over a full set of
binomial coefficients, leading to:

3n/2—|z1\2—|z1\ |Z1|
Yo Plwil=2i+di— || 37 = o Y ( >3_2b1 (87)
05d1§"/2y1 2n/ (2n/ + 1) 0<b1<|z1| bl
0<b<]z1 |

3n/2 5 |z1]
— (= . 88
on/2 (2n/2 1 1) <27> (88)

It is helpful to notice that this is negligibly close to the result obtained when y is sampled not from
the Pgtaterisp .2 distribution, but from the much simpler distribution in which each entry is i.i.d.
sampled from a Ber(1/4) distribution, i.e. removing the parity constraints. In that case, the result

1S:
d 3 n/2 5 |Zl|
ly1] = 2by + dy — |z1]] 37% = <Z> < > . (89)

P :
0<d1<n/2 y1~Ber(1/4)n/2 5

0<b<z1 |
This means that:

E 3~veal = E  3-lyer (1+O(2‘”/2)>- (90)

Y~Pstatensp,, 5 y~Ber(1/4)"
We can apply this result to estimate the more useful quantity:

3-lyVe-oy@)| (91)
y W,y D) ~Psiatensp,, ,

Replacing the Psiatensp v distribution with independent entrywise Bernoullis simplifies the calcu-
lation significantly, since:

y(l)@...@y@’)‘ :Zn:]l [yi(l)—|—---+yi(p) :1m0d2]. (92)
i=1

This means that, with the unrestricted Bernoulli distribution, the average from above can be factored
across the indices {1,...,n}, leading to the closed-form expression:

n
3—’)’(1)@“'@}’(1))‘ — < 3—(u-1p mod 2)) (93)
vy Ly®) ~Ber(1/4)n u~Ber(1/4)pP
n
4 U U
0<u<p 0<u<p
U even % odd

_ <2 +32—P>” (95)

Equivalently, let us define:

24+27P\" .

y(l) 7___7y(p) NPStatcHSdeyg
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= g (1 + 0(2—"/2)) . (97)

Second, let us prove a lower bound on the relevant quantity we are aiming to estimate:

Fact B.2. Let us define the probability that k samples are linearly independent as vectors over 73 :

T = y(1>,...,y]}(n’c)~Pw,2 [(y )]E[lﬂ lin. Z’I”Ldep_] , (98)

where {y(l), . ,y(k)} C H(Jj are understood to be k independent samples from the Py, o distribution
(81). Then we have the lower bound:

k

me=1—) (i) Gp—1 (1 + 0(2—"/2)) . (99)

p=1
In particular, it follows that that m,_3 > 1/2 + O(negl(n)).

Proof. Explicitly write the probability m; as the sum over linear independent combinations of
vectors:

= 3 Pua [y©] - Py [y®] (100)

y® ,...,y(k)GZ;Z
y(l),...,y(k) lin.indep.

= Z Py 2 [y(l)} ...Pyo [y(k_l)] Z Py [y(k)] (101)

y(l),...,y(k’l)EZg y(k)EZg
vy . y®* =1 lin.indep. y(k)ifSpan{y(j)}f;ll
yD . yk-Dezn ac{0,1}k—1

vy, ,y*=1 lin.indep.

(102)

= Tp—1 — kf (k ; 1> > Py [y“)} Py [yw—w] Pys [yu) @ y<p>]

=0 vy, yk-Dezp
vy, y®=1 lin.indep.
(103)
k—1 E—1
SEA ( . >qp (1+0@72). (104)
p=0

The fourth line comes from symmetry, and the final line comes from bounding:

3 Pua [yO] . Py [yE V] Py [yV @ 0y @] (105)
yW,.yk-Dezy
y® .y® =1 lin.indep.

< 3 Py [yu)} . Pys [yuf—l)] Py [ya) ERRES y<p>] (106)
vy, yk-Dezp
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_ E p {(1) oy 107
yD . y@ Py o Ll AR (107)

— g (1+0077)). (using Fact B.1) (108)

Therefore, unfolding the recursion (104) down to the base my = 1, we get the desired lower bound:

k—1 ¢
3 < ) a0 (1 + 0(2—"/2)) (109)
/=0 p=
k—1
—1- > <pf; 1>qp (1 + 0(2—"/2)) . (110)

Given the explicit form for the g, quantities derived previously in (84), we have that the choice
of k = ©(n) means the above lower bound for m is well-approximated by taking ¢, ~ 22—,
Specifically, assume k = O(n), and upper bound the relevant sum as:

k—1

k e
_ 92-n —p\"
S (0 a2 (D)2 (1)
=0 <p+1> =\
n Llog?(n)] n k
3 k 1 k

<22 (= 2214 —— 112
= <2> 2 <p>+ <+2L10g2<n>J> 2 <p> (112)

p=0 p=|log?(n)]+1

where we have simply split the sum at an appropriate term of order polylogarithmic in n. The first
contribution can be upper bounded by a typical Hoffding tail bound of the binomial distribution,
and the second contribution can be bounded by a standard binomial sum. This results in:

k—1 i L 5 . N
2+k—n N 2
> <p+ 1>qp <2 [exp( 5 s+ O(Polylog(n))> + <1 + 72U<>g2(n>J> ] . (113)

p=0

The second term above is negligibly close to one. Also, when & = n — b for a constant b > 0, the
first term is exponentially decaying in n, since % — ln% ~ 0.0945 > 0. This means that in this case,
the lower bound derived above (110) becomes:

Ty > 1 =227 (1 + negl(n))), (114)
which in particular means that m,,_3 > 1/2 up to a negligible correction. U

We have the necessary ingredients to assemble the proof of Theorem 2:

Proof of Theorem 2. In the main text, we have shown in Fact 5.1 that, with high probability
over the Haar-random factor states, purity Fourier sampling with two copies of the input state
with a hidden cut yields samples from the P o probability distribution (81). This distribution is
supported (non-uniformly) inside the (n — 2)-dimensional hidden cut subspace HC7 which is defined

in (31) as the subspace orthogonal to the equivalent cut strings 1¢0 and 091°:
Hé:{yezg:y-1005:y-0015:0mod2}. (115)

Fact B.2 proven above gives us that, with probability at least one half (up to negligible corrections),

n — 3 iid. samples yI, ..., y(®=3) from the Py o distribution will be linearly independent as
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vectors in Z3. Assembling these samples as the rows of a Boolean matrix ¥ = (y(l), e ,y("_?’))T €
Zgn_g)xn, we have that with probability at least one half the nullspace of Y is the three-dimensional

Boolean subspace: B
nullspace Y = span {1000, 1", b} ) (116)

spanned by the two equivalent cut strings and an additional arbitrary vector b € Z3. Given the
samples, the nullspace can be determined in polynomial time by simple Boolean linear algebra meth-
ods. Excluding the trivial vectors 0" and 1", finding the correct nullspace therefore is equivalent
to narrowing down the possible hidden cuts to six non-trivial candidates. Each of these candidates
can be individually tested up to a constant confidence interval with a constant number of copies of
the input state by standard single-cut SWAP tests. In other words, a constant number of copies is
required at the end to find the final vector which completes the basis for the cut subspace. This
suffices to show that the correct hidden cut can be found with O(n) total number of copies with
constant probability, with only two copies at a time consumed either by the purity Fourier sampling
or by the final standard SWAP tests. U

Remark. Numerical evidence strongly indicates that a complete basis for the cut subspace Hé
can be obtained with constant probability directly from n — 2 ii.d. samples from the Py o distri-
bution (81). This means that, in practice, the standard Simon’s protocol (for example, as used in
Theorem 1) will still return a correct answer when applied to this non-uniform distribution. This
does not change the O(n) requirement in terms of number of copies, but would remove the need
for additional SWAP tests. However, proving this version of the result would likely require a more
involved Boolean random matrix analysis, which we leave to future work.
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