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Abstract

We study computational problems related to the Schrödinger operator H = −∆ + V in the
real space under the condition that (i) the potential function V is smooth and has its value
and derivative bounded within some polynomial of n and (ii) V only consists of O(1)-body
interactions. We prove that (i) simulating the dynamics generated by the Schrödinger operator
implements universal quantum computation, i.e., it is BQP-hard, and (ii) estimating the ground
energy of the Schrödinger operator is as hard as estimating that of local Hamiltonians with
no sign problem (a.k.a. stoquastic Hamiltonians), i.e., it is StoqMA-complete. This result is
particularly intriguing because the ground energy problem for general bosonic Hamiltonians is
known to be QMA-hard and it is widely believed that StoqMA ⊊ QMA.

1 Introduction
Simulating quantum physical systems is one of the primary applications of quantum comput-
ers [Fey82, GAN14, BBMC20]. The well-known Schrödinger equation describes the evolution of a
quantum system,

i
d
dt |Ψ(t)⟩ = H|Ψ(t)⟩,

where |Ψ(t)⟩ is the quantum wave function and H is the system Hamiltonian. For many quantum-
mechanical systems, such as those of atoms, molecules, and solids [GY19, Lew11], H takes the form
of a Schrödinger operator,

H = −∆ + V,

where ∆ is the Laplacian and V : Rn → R is a potential function with n being the degree of
freedom of the system. The real-space approach also appears in the investigation of quantum field
theories [JLP12, Pre19].

Due to their central role in quantum physics, the properties of Schrödinger operators have been
extensively studied by the mathematics community since the 1950s [GL51, RS72, AHS78, Sim82,
AC11, Kat13]. Recently, the theory of Schrödinger operators has found a wide range of applica-
tions in computer science, offering insights into classical and quantum optimization algorithms.
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Shi, Su, and Jordan [SSJ23] highlighted the intriguing connections between Schrödinger operators
and the stochastic gradient descent algorithm. Schrödinger operators have also emerged in the
quantum computing literature as a powerful tool for designing novel quantum optimization algo-
rithms [ZLL21, LSL23, LHLW23, LZW23, CLW+23] that are capable to leverage the continuous
structure of the objective function in the real space in the most natural way. This is in sharp
contrast to traditional approaches like Quantum Adiabatic Algorithm or Quantum Approximate
Optimization Algorithm which use qudit Hamiltonians [BBC+24].

Given the emerging importance of Schrödinger operators in computer science, it is thus natural
to ask the following questions:

What is the computational power of Schrödinger operators? Is it necessary to build a universal
quantum computer to simulate them?

At first glance, the answers to these questions may seem straightforward, as it is widely believed
that general quantum-mechanical systems cannot be efficiently simulated using classical comput-
ers [Aar09, AIK22]. However, there exist efficient classical algorithms to simulate and/or compute
certain physical properties of seemingly quantum processes, such as non-interacting fermions [TD02,
Kni01, Val01], quantum circuit consisting of Clifford gates [Got98], and ferromagnetic transverse
field Ising model [Bra15]. Until rigorous theoretical evidence is provided, we cannot trivially rule
out the possibility of an efficient classical algorithm for simulating Schrödinger operators that does
not harness the full power of universal quantum computing.

On the other hand, people have shown that many systems are indeed difficult to simulate via
the notion of BQP-completeness from computational complexity theory. In brief, if simulating a
system is BQP-complete, then it is as hard as universal quantum computation. Several quantum
systems are shown to be BQP-complete, including scattering in quantum field theory [JKLP18],
Bose–Hubbard model [CGW13], and almost all 2-local interactions on 2D square lattices [ZA21].
In other words, there is no efficient classical algorithm for any of these systems at all—unless there
is one not only working for the specific system but all possible quantum systems, i.e., BPP = BQP.

Besides the simulation of quantum dynamical processes, estimating the ground energy for a
given quantum system (Hamiltonian) is another fundamental task in quantum computing, central
to the field of Quantum Hamiltonian Complexity [GHL+15]. In the past decades, people have
identified the computational complexity of a variety of classes of Hamiltonians. For many classes,
we have strong evidence that they are intractable by results that pinpoint the exact complexity
classes they belong to. An earliest example is the class of k-local Hamiltonians which can be
written as a sum of terms that act on at most k qubits. Kitaev’s seminal result shows that the
task is QMA-complete for 5-local Hamiltonians [KSV02], where QMA is the quantum analog of
NP [Boo14]. Subsequent works improve this result by adding more and more restrictions: the task
remains QMA-complete for general 2-local Hamiltonians [KKR06], 2-local Hamiltonians on square
lattices [OT08] and most 2-local Hamiltonians on square lattices with a single fixed type of 2-qubit
interactions [CMP18, ZA21]; If we do not restrict the topology, complexity classification results can
be obtained for 2-local Hamiltonians [CM16, PM17]. Other classes of Hamiltonians have also been
considered, such as Hamiltonians in one dimension [AGIK09, HNN13], Hamiltonians with no sign
problem (a.k.a. stoquastic Hamiltonians) [BDOT08, BBT06, BT09], O(1)-local Hamiltonians with
succinct ground states [Jia23] or guiding states [GLG22, WFC23, CFG+23], Fermi-Hubbard [SV09]
and Bose-Hubbard models [CGW14].

In this paper, we study the computational complexity of the system governed by a time-
independent Schrödinger operator H = −∆ + V . Specifically, we are interested in the hard-
ness of two tasks: (i) simulating the dynamics under H and (ii) estimating the ground energy
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of H, as both tasks are fundamental in physics for a better understanding of corresponding sys-
tems [GAN14, BBMC20]. For technical convenience, we restrict the domain of wave functions from
Rn to a finite hypercube [−1, 1]n. We also impose additional constraints on the regularity and
complexity of the potential function V (x), see Definition 3.8. These constraints are necessary for
the practical and physical relevance of our computational model. Technically, any restriction only
strengthens our computational hardness results.

1.1 Overview of Results

Simulating the Schrödinger operator is BQP-hard. We show that the task of simulating the
dynamics generated by the Schrödinger operator H = −∆ + V is BQP-hard (Theorem 4.2) even
if V only consists of 2-body interactions. We also have strong evidence showing that this task
itself is in BQP, see Theorem 3.9.1 As a consequence, there is no efficient classical simulation
algorithm for Schrödinger operators, nor for the quantum algorithms involving the Schrödinger
dynamics [ZLL21, LSL23, LHLW23, LZW23, CLW+23], unless BPP = BQP.

We prove the hardness result by reducing the simulation of the (time-independent) transverse
field Ising model (TIM) to the task of simulating Schrödinger operators. As an interesting byprod-
uct, we also demonstrated that simulating TIM is BQP-complete (Theorem 2.6), filling a conceptual
gap in Hamiltonian complexity theory, as it has long been believed that TIM cannot be efficiently
simulated using classical methods. A perhaps more interesting interpretation is that implementing
time-independent TIM is powerful enough for universal quantum computing, which is particularly
relevant to quantum utility given that there are quantum computers based on TIM architecture
such as D-Wave [KNR+24].

Determining the ground energy of the Schrödinger operator is StoqMA-complete. We
show that for any potential V that involves 2- or higher-order interactions, estimating the ground
energy of the Schrödinger operator H = −∆ + V is StoqMA-complete (Theorem 3.3 and Theo-
rem 4.1). The complexity class StoqMA captures the computational hardness of finding the ground
energy for local Hamiltonians with no sign problem [BBT06, BDOT08], and can be placed between
the classes NP and QMA. Unlike the simulation task, the ground energy problem of Schrödinger
operators seems easier than that for general local Hamiltonians, a standard QMA-complete prob-
lem.2

Though somewhat counterintuitive, this result does not contradict known physical principles:
the Schrödinger operator essentially describes a separable bosonic system, which lacks both the
fermionic anti-commutation relation and non-trivial interactions between the kinetic and potential
energies. In contrast, the ground energy problem of a general bosonic Hamiltonian is known to be
QMA-hard [CGW14].

1.2 Technical Contributions

The fact that the Schrödinger operator is defined in an infinite-dimensional Hilbert space and is
unbounded (in the sense of operator 2-norm) introduces several major technical difficulties, includ-
ing (i) most existing quantum hardness results primarily rely on computational models with finite
local degrees of freedom (e.g., qubit Hamiltonians), and (ii) many standard tools in Hamiltonian

1The reason we did not obtain a BQP-completeness result is mainly technical—we assume a Dirichlet boundary
condition for wave functions but the simulation algorithm of [CLL+22] works under a periodic boundary condition.

2This is because StoqMA ⊆ SBP ⊆ AM [BDOT08, BBT06]. If StoqMA = QMA we will have an unlikely inclusion
QMA ⊆ AM.
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complexity theory, such as the Schrieffer–Wolff transformation [BDL11], no longer work in the
infinite-dimensional setting. In this section, we briefly discuss our main technical contributions to
address the aforementioned questions. These results may also be of independent interest in future
research.

1.2.1 Encoding qubit states into bosonic modes

The key step behind our BQP- and StoqMA-hardness results is a perturbative reduction (Theo-
rem 4.3) from transverse field Ising model (TIM) Hamiltonians to Schrödinger operators. To be
more specific, we embed the whole spectrum of any TIM Hamiltonian H into the low-energy sub-
space of a Schrödinger operator Ĥ in an efficient way. This embedding allows us to retain all
physical properties of H, including spectral correspondence and simulation correspondence.3

It is worth noting that our constrcution is different from the well-known GKP code [GKP01].
In the GKP code, the logcial codespace encoding |0⟩ and |1⟩ is the simultaneously +1 eigenspace
of two displacement operators, while the encoding subspace we use in this work is spanned by the
first two eigenstates of a Schrödinger operator with a non-quadratic potential field.

The high-level idea of our perturbative reduction is to map |+⟩ and |−⟩ to the ground state |ψ0⟩
and the first excited state |ψ1⟩ of a bosonic mode governed by some Hamiltonian X̂ := − d2

dx2 + fdw
where fdw is a symmetric double-well potential. The correspondence allows us to embed X in
the TIM Hamiltonian to cX̂ for some c because |±⟩ can be seen as the ground state and the
first excited state of X. Furthermore, |0⟩ (resp., |1⟩) is mapped to |ŝ0⟩ = 1√

2(|ψ0⟩ + |ψ1⟩) (resp.,
|ŝ1⟩ = 1√

2(|ψ0⟩ − |ψ1⟩)). Note that |ŝ1⟩ will be the reflection of |ŝ0⟩ across the y-axis due to the
symmetry of fdw. Choosing an appropriate fdw can make |ŝ0⟩ (resp., |ŝ1⟩) a wave packet that is
approximately confined in the region x > 0 (resp., x < 0); See Figure 1. The geometric property of
|ŝ0⟩ and |ŝ1⟩ will thus make the embedding of a ZiZj term in the TIM Hamiltonian much easier:
it is easy to imagine that (a smooth version of) the diagonal operator sgn(x1x2) acting on |ŝa⟩|ŝb⟩
will approximately resemble Z1Z2 acting on |a⟩|b⟩ for a, b ∈ {0, 1}.

(a) s = 100 (b) s = 500

Figure 1: First two eigenfunctions ψ0(x), ψ1(x) and their linear combination ŝ0(x) = (ψ0(x) +
ψ1(x))/

√
2 for the operator X̂ = − d2

dx2 + fdw with parameter w = 0.05 and ℓ = 0.5, where fdw is
defined in Section 4.1.

We believe that this idea can be generalized to embed other Hamiltonians into differential
operators which are important in the fields of partial differential equations and functional analysis.

3This resembles the definition of “Hamiltonian simulation” in the work of Cubitt, Montanaro and Pid-
dock [CMP18]. But we cannot use their formal definition in this paper as theirs concerns reductions among finite
dimensional systems consisting of qudits.
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1.2.2 Substitute of Schrieffer–Wolff theory

When converting the idea in the previous section into an actual proof, a substitute of Schrieffer–
Wolff theory (Lemma 4.30) is required to control the behavior of e−iHt when H is approximately
block-diagonal. This is because the original Schrieffer–Wolff theory [BDL11] works with a finite-
dimensional Hilbert space while our case involves an infinite-dimensional Hilbert space. Unlike the
standard Schrieffer–Wolff theory, our Lemma 4.30 does not depend on the spectral gap between two
diagonal blocks of a Hamiltonian. Therefore, our argument may be generalized and reused in future
research if (i) the underlying Hilbert space is infinite-dimensional and/or (ii) the gap between two
blocks cannot be easily controlled.

1.3 Organization

The rest of the paper is organized as follows. We introduce hardness results for TIM in Section 2,
which includes hardness of time-independent simulation and ground energy estimation. Section 3
presents BQP and StoqMA membership proofs for Schrödinger operators. Finally, we prove the
BQP- and StoqMA-hardness results of Schrödinger operators in Section 4.

2 Complexity of the transverse field Ising model
In this section we discuss the complexity of TIM Hamiltonians. To be more concrete, Theorem 2.4
and 2.6 are featured respectively for characterizing the complexity of (i) estimating the ground
energy and (ii) time-independent simulation for TIM Hamiltonians which are defined as follows.

Definition 2.1. (TIM Hamiltonian) An n-qubit TIM Hamiltonian is that of a transverse field
Ising model taking the following form:

H =
∑

1≤u≤n
(huXu + guZu) +

∑
1≤u,v≤n

gu,vZuZv,

where hu, gu, gu,v are real coefficients and Xu, Zu are Pauli operators acting on the uth qubit.

Let us introduce the definition of stoquastic Hamiltonian and complexity class StoqMA for later
use.

Definition 2.2. (k-local termwise-stoquastic Hamiltonian) We call a Hamiltonian H that acts on
the n-qubit Hilbert space C2n

k-local termwise-stoquastic if it can be written as

H =
∑
j

Hj ,

where each Hj acts nontrivially on at most k qubits, and when written in the computational basis,
Hj ’s off-diagonal entries are nonpositive.

Definition 2.3. (StoqMA [BBT06], informal) The complexity class StoqMA is an extension of the
classical class MA where the verifier can accept quantum states as a proof instead of a bitstring
in the definition of MA. The verifier can then apply classical reversible circuits on the state and
measure the first qubit in the {|+⟩, |−⟩} basis. It accepts the proof iff the measurement outcome
is ‘+’.
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The prefix “Stoq” in StoqMA comes from the fact that determining the ground energy of
a k-local termwise-stoquastic Hamiltonian is a complete problem for StoqMA as long as k ≥
2 [BBT06, BDOT08]. This resembles the fact that determining the ground energy of a general
k-local Hamiltonian is QMA-complete for k ≥ 2 [KKR06].

The following result from Brayvi and Hastings [BH17] characterizes the difficulty of estimating
the ground energy for a general TIM Hamiltonian.

Theorem 2.4 ([BH17]). Determining the ground energy of TIM Hamiltonian is StoqMA-complete.
More specifically, estimating within error 1/ poly(n) the smallest eigenvalue of the TIM Hamiltonian

H =
∑

1≤u≤n
(huXu + guZu) +

∑
1≤u,v≤n

gu,vZuZv,

with |hu|, |gu|, |gu,v| ≤ poly(n) given explicitly, is complete for the complexity class StoqMA under
P reductions.

Now let us turn to the complexity of simulating a TIM Hamiltonian in a time-independent
fashion. The problem is not settled in previous literature explicitly to our best knowledge. However,
it turns out that the simulation task is BQP-complete by virtue of a few reductions and techniques
from previous works.

Definition 2.5. We call a family of Hamiltonians acting on n-qubit Hilbert spaces C2n BQP-
complete if the following problem is (Promise)BQP-complete under P reductions:

• Input. An integer n, a positive t ≤ poly(n), the description of a Hamiltonian H from the
family, a product state |ψ⟩ ∈ C2n with each component being O(1)-qubit and a projector
M = |µ⟩⟨µ| ⊗ I where |µ⟩ is an O(1)-qubit state.

• Output. Yes if Tr{M |ϕ⟩⟨ϕ|} > 2/3 or No if Tr{M |ϕ⟩⟨ϕ|} < 1/3 given the promise that one
must be the case, where |ϕ⟩ := e−iHt|ψ⟩.

Theorem 2.6. TIM Hamiltonians with coefficients bounded in poly(n) are BQP-complete.

Proof. It is obvious that it should be in BQP since general local Hamiltonian simulation is in
BQP. We focus on proving its BQP-hardness below. By Theorem 42 of [CMP18, SI] we know
that XX +ZZ Hamiltonians are BQP-complete.4 To be more specific, the family of Hamiltonians
consist of H taking the shape

H =
∑

1≤i,j≤n
(aijXiXj + bijZiZj),

where |aij |, |bij | ≤ poly(n). Now we employ the technique from [JGL10, JW06] to embed the
spectrum of H into a 3-local termwise-stoquastic matrix (in the computational basis). Write
H = −

∑
kHk where Hk are 2-local real matrices of size 2n. Construct H̃k of size 2n+1 from Hk by

the following replacement rule:

x 7→
{

( x 0
0 x ) , x ≥ 0,(

0 −x
−x 0

)
, x < 0.

4In fact, one can even restrict the topology of such Hamiltonians on a 2D square lattice and the BQP-completeness
will remain unchanged by virtue of [ZA21]. From that result, a similar XX + Y Y family also finds its application in
verification of quantum simulators [JKD24].
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H̃k is 3-local if we interpret it as acting on n + 1 qubits and it is clearly stoquastic. Note that
H̃k = Hk ⊗ |−⟩⟨−| + |Hk| ⊗ |+⟩⟨+| where |·| applies entrywise. Hence we can construct the following
3-local stoquastic Hamiltonian:

H̃ := −
∑
k

H̃k = H ⊗ |−⟩⟨−| +
(

−
∑
k

|Hk|
)

⊗ |+⟩⟨+|.

Therefore, the evolution of |ψ⟩ under Hamiltonian H can be simulated by the evolution of |ψ⟩|−⟩
under H̃. We conclude that 3-local termwise stoquastic Hamiltonians are also BQP-complete.
Finally, as detailed in Section 5.4 of [CMP18, SI], 3-local termwise-stoquastic Hamiltonians can be
efficiently simulated by TIM Hamiltonians. This is achieved by chaining local simulation protocols
from [BDOT08] and [BH17], which reduces 3-local termwise-stoquastic Hamiltonians to 2-local
ones, and 2-local ones to TIM Hamiltonians, respectively.

3 Algorithms for Schrödinger Operators
From now on we will focus on the Schrödinger operator H = −∆ + V in the hypercube D with V
being a O(1)-body potential. The hypercube constraint enforces a Dirichlet boundary condition on
all wave functions such that they must vanish on the boundary of D. The only exception is that
in Section 3.2 we will consider a periodic boundary condition instead of a Dirichlet one.

Definition 3.1. (Hypercube) An n-dimensional hypercube is D := [−1, 1]n. Throughout this
paper we use D to denote this specific hypercube unless noted otherwise.

Definition 3.2. (k-body potential) A potential function V : D → R is called k-body if it only
consists of k-body interaction: In other words, it can be written as the sum of functions that
depends on at most k coordinates. For example, the Coulomb potential of n electrons on a straight
line,

V (r1, . . . , rn) =
∑

1≤i<j≤n

1
|ri − rj |

,

is a 2-body potential.

The main results in this section are Theorem 3.3 and Theorem 3.9, which addresses the upper
bound of the complexity of (i) estimating the ground energy and (ii) time-independent simulation
for Schrödinger operators, respectively.

3.1 Estimating the Ground Energy is in StoqMA

Theorem 3.3. Determining the ground energy of Schrödinger operators with O(1)-body potential
is in StoqMA. More specifically, let V : D → R be a O(1)-body potential function with C1-norm
bounded within poly(n). Then, estimating within error 1/ poly(n) the smallest eigenvalue of the
Schrödinger operator H = −∆ + V is in the complexity class StoqMA.

Proof. We will prove the theorem with a slightly generalized D which is a hyperbox with its each
dimension between 1/ poly(n) and poly(n). First, we use the vanilla finite difference method to
discretize H. Write D = D1 ×D2 × · · · ×Dn. Fix a stepsize δ. Let D̃ be the discretized version of
D: D̃ = D ∩ {(j1δ, j2δ, . . . , jnδ) : j1, . . . , jn ∈ Z}. and similarly D̃i := Di ∩ {jδ : j ∈ Z}. Obviously
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D̃ := D̃1 ×· · ·×D̃n. Suppose V = ∑
j Vj is the decomposition of the O(1)-body potential V . Define

Ṽj := ∑
x∈D̃ Vj(x)|x⟩⟨x|. Define T̃j to be a a tri-diagonal matrix that discretizes − ∂2

∂x2
j
:

T̃j := δ−1

I −
∑

x,y∈D̃j

|x−y|=δ

|x⟩⟨y|

 .
Let

H̃ :=
∑

1≤j≤n
T̃j +

∑
j

Ṽj .

Now by the standard analysis of finite element methods [BO91] we have
∣∣∣µmin(H) − µmin(H̃)

∣∣∣ ≤
δΩ(1).

Next, we invoke the unary embedding method from [LLPW24] for H̃. Intuitively, we will
embed the Hilbert space of a qudit Cm+1 into that of m qubits C2m by the correspondence U :
|j⟩ 7→ |0j1m−j⟩ for j = 0, 1, . . . ,m. Define S to be the embedding subspace span{|0j1m−j⟩}j . For
any (m+ 1)-dimensional real Hermitian matrix A = ∑

0≤i,j≤m αi,j |i⟩⟨j| we define its embedding to
be

σ(A) =

α0,0I0 + 1
2

∑
0≤j≤m−1

(αj−1,j−1 − αj,j)(Ij − Zj)

+
∑

0≤j<k≤m
Xk−1 ⊗ · · · ⊗Xj+1 ⊗ αj,kXj .

It is straightforward to verify that σ(A) = UAU † in S [LLPW24]. Furthermore, we have:

• σ(I) is the identity.

• σ(A) is 1-local if A is tri-diagonal.

• σ(A) is diagonal (resp., stoquastic) if A is diagonal (resp., stoquastic).

Now, we want to embed the discretized Schrödinger operator H̃ = ∑
T̃j +∑

Ṽj . Define

T̂j := σ(I)⊗j ⊗ σ(T̃ ) ⊗ σ(I)⊗n−j−1 and V̂j := σ(Ṽj) ⊗ σ(I)⊗n−k

assuming Ṽj acts nontrivally on the first k qudits. This naturally generalizes to a definition for
general V̂j . Let Ĥ := ∑

T̂j+
∑
V̂j . By our construction, Ĥ = U⊗nH̃U †⊗n in S⊗n and ĤS⊗n ⊆ S⊗n.

Finally, we introduce a “penalty” diagonal Hamiltonian Q̃ that separates its lowest eigenspace
S⊗n from the remaining eigenspaces:

Q̂ :=
∑

1≤i≤n
I⊗i−1 ⊗

2I −
∑

0≤j≤m−2
ZjZj+1 + Z0 − Zm−1

⊗ In−i.

It can be verify that its spectral gap is λ1(Q̂) − λ0(Q̂) = 4 and λ0(Q̂) = µmin(Q̂) = 0. Now we
consider the spectrum of the operator Ĥ⋆ := Ĥ + cQ̂. To analyze the smallest eigenvalue of Ĥ⋆,
note that it is block-diagonal regarding subspaces S⊗n and (S⊗n)⊥ because (i) Q̂ has the minimal
eigenvalue 0 with the eigenspace S⊗n and (ii) ĤS⊗n ⊆ S⊗n. The smallest eigenvalue of Ĥ⋆ is just
that of H̃ because Ĥ⋆ = Ĥ + c · 0 = U⊗nH̃U †⊗n when restricted on the subspace S⊗n. On the
other hand, for any |ψ⟩ ∈ (S⊗n)⊥ we have

⟨ψ|Ĥ⋆|ψ⟩ = ⟨ψ|Ĥ|ψ⟩ + c ⟨ψ|Q̂|ψ⟩ ≥ −
∥∥∥Ĥ∥∥∥+ c · 4 ≥ −p(n) + 4c.
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where p(n) is some polynomial in n by the naive estimation of Ĥ. Choosing c = p(n) we are
guarantee that ⟨ψ|Ĥ⋆|ψ⟩ > p(n) > µmin(H̃). Hence the smallest eigenvalue of Ĥ⋆ on subspace
(S⊗n)⊥ is greater than that on S⊗n. Therefore, µmin(Ĥ⋆) = µmin(H̃). To conclude the proof
simply note that Ĥ⋆ is 2-local termwise-stoquastic by construction and we can choose some enough
small δ ≥ 1/ poly(n) such that the reduction remains efficient.

3.2 Time-Independent Simulation is in BQP

To show that time-independent of Schrödinger equation with periodic boundary condition is in
BQP, we simply invoke the pseudospectral algorithm of Childs et al. [CLL+22, Theorem 8] with a
refined analysis [LZW23, Theorem 4]. We first recall the notion of mesh and Fourier series.

Definition 3.4 (Mesh). An n-dimensional mesh of order m is the discretization of the hypercube
[0, 1)n, written as Γnm := {0, 1

2m+1 , . . . ,
2m

2m+1}n.

Definition 3.5 (Fourier series). Let x = (x1, . . . , xn) ∈ Rn. Write k = (k1, . . . , kn) ∈ Zn. A
Fourier series of order m is of the form

f(x) =
∑

−m≤k1,...,kn≤m
ck

∏
1≤j≤n

exp(2πikjxj).

Note that f(x) is periodic with translation lattice Zn. Furthermore, f is uniquely determined by
its value on the mesh Γnm.

Definition 3.6 (Pseudospectral algorithm [CLL+22]). The purpose of this algorithm is to simulate
the time-depedent Schrödinger equation

i
∂

∂t
|Ψ(x, t)⟩ = (−∆ + V (x, t)) |Ψ(x, t)⟩

from t = 0 to t = T over the hypercube D = [−1, 1]n with a periodic boundary condition. The
algorithm maintains the approximation of Ψ(x, t), denoted as Ψ̃(x, t), on the mesh Γnm in the form
of a quantum state

|Ψ̃(t)⟩ :=
∑

x∈Γn
m

Ψ̃(x, t)|x⟩.

• Input. Dimension n; Truncation number m; Evolution time T ; The quantum input state
|Ψ̃(0)⟩ such that Ψ̃(·, 0) = Ψ(·, 0); An oracle OV which returns the value of V (x, t) given x
and t; Two metadata oracles Oinv and Onorm (See [CLL+22, Sec. 3.2]) which act trivially if
V is independent on t.

• Output. A state |Ψ̃(T )⟩.

Theorem 3.7 ([CLL+22]). Suppose V (x, t) : D × [0, T ] → R is bounded, smooth in x and t, and
periodic in x. Moreover, we assume that the initial wave function Ψ(x, 0) is periodic on D and V
is L-Lipschitz in t. Define ∥V ∥∞,1 :=

∫ T
0 ∥V (·, t)∥∞ dt. Then, choosing m ≫ log η can guarantee

that ∣∣∣Ψ̃(x, T ) − Ψ(x, T )
∣∣∣ ≤ η

for every x ∈ Γnm. The cost of the algorithm includes the following:

1. Queries to the quantum evaluation oracle OV , Oinv and Onorm: O
(
∥V ∥∞,1

log(∥V ∥∞,1/η)
log log(∥V ∥∞,1/η)

)
,
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2. 1- and 2-qubit gates:

O
(

∥V ∥∞,1
(
polylog (T/η) + log2.5 (L∥V ∥∞,1/η) + d logm

) log(∥V ∥∞,1/η)
log log(∥V ∥∞,1/η)

)
.

Remark. Compared to the original statement in [LZW23, Theorem 4], we made the dependence
on m explicit and replaced the poly(z) by a polylog(T/η) in Theorem 3.7 where V is able to be
computed with z bits of precision. This can be justified as follows. Setting z := c log(T/η) is
sufficient for obtaining the value of V with error at most O(cη/T ). By Duhamel’s principle we have

expT (
∫ t

0
−iA(s)ds) − expT (

∫ t

0
−iB(s)ds)

= −i
∫ t

0

(
expT

(∫ t

s
−iA(τ)dτ

)
(A(s) −B(s)) expT

(∫ s

0
−iB(τ)dτ

))
ds.

Let A(t) be the ideal Schrödinger operator −∆ + V (x, t) and B(t) be one with V truncated with
error O(cη/T ) as discussed above. We immediately obtain that the truncation incurs at most
O(cη/T ) · t = O(cη) error in Ψ(x, t).

Let us formally define the simulation problem before proceeding to a proof.

Definition 3.8 (SchrödingerSim). SchrödingerSim is a decision problem with its input and
output listed as below.

• Input. Dimension n; Evolution time t ≤ poly(n); A classical poly(n)-time explicit ora-
cle to compute V (x) where V : D → R is a smooth potential function with its C1-norm
bounded within poly(n)5; O(n) many of classical poly(n)-time explicit oracles to compute
O(1)-dimensional smooth wave functions ψj(x) and µ(x) with their C1-norms bounded within
poly(n).

• Output. Yes if Tr{M |ϕ⟩⟨ϕ|} > 2/3 or No if Tr{M |ϕ⟩⟨ϕ|} < 1/3 given the promise that one
must be the case, where

|ϕ⟩ := e−i(−∆+V )t|ψ⟩ := e−i(−∆+V )t

⊗
j

|ψj⟩

 and M := |µ⟩⟨µ| ⊗ I.

We will have two variations of the problem depending on which boundary condition of wave func-
tions we are considering: the Dirichlet boundary condition and the periodic boundary condition.

Theorem 3.9. SchrödingerSim with periodic boundary condition is in BQP.

Proof. Without loss of generality we can assume ℓ = 1 since a time dilation argument can scale D
by an arbitrary poly(n) factor. We describe the polynomial-time quantum algorithm below. Let
the truncation parameter m be determined later. We prepare the state |Ψ̃(0)⟩ in the pseudospectral
algorithm as the approximation of ⊗j |ψj⟩ on the mesh Γnm:

|Ψ̃(0)⟩ :=
⊗
j

|ψ̃j⟩ :=
⊗
j

 ∑
x∈Γ

nj
m

ψj(x)|x⟩

 ,
5i.e., the function has supremum norm poly(n) and it is poly(n)-Lipschitz.
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where nj is the dimension of wave function ψj(·). This can be done via standard quantum black-box
state preparation with O

(
nmO(1)

)
oracle calls to values of ψj(·) [Gro00]. Similarly, we construct

the circuit U such that U |0⟩ = |µ̃⟩, where |µ̃⟩ is the mesh approximation to |µ⟩ just like |ψ̃j⟩ to
|ψj⟩. The implementation of U uses at most O

(
mO(1)

)
oracle calls to values of µ(·). We run the

pseudospectral algorithm to obtain the final state |Ψ̃(t)⟩ by feeding it the explicit oracle to V (·).
The runtime is O(t polylog(t) poly(n) logm) = O(poly(n) logm) if we set the error η to be e−n. It
is obvious that the probability of measuring U−1|Ψ̃(t)⟩ in the computational basis and then getting
result 0 is exactly Tr

{
M̃ |Ψ̃(t)⟩⟨Ψ̃(t)|

}
, where M̃ = |µ̃⟩⟨µ̃|. Now, |Ψ̃(t)⟩ is the approximation of

|Ψ(t)⟩ = e−i(−∆+V )t|Ψ̃(0)⟩ with pointwise error at most e−n, and
∣∣∣⟨µ̃|Ψ̃(0)⟩ − ⟨µ|ψ⟩

∣∣∣ ≤ O
(√
nL2/m

)
if ψ(·) = ∏

j ψj(·) and µ(·) are L-Lipschitz. Therefore,∣∣∣Tr
{
M̃ |Ψ̃(t)⟩⟨Ψ̃(t)|

}
− Tr{M |ϕ⟩⟨ϕ|}

∣∣∣ ≤ O
(√

nL2

m
+ e−n

)
.

We conclude the proof by that L ≤ poly(n) from the C1-norm conditions of ψj(·) and µ(·), and
hence some m ≤ poly(n) will make the error above smaller than 1/100 when n → ∞.

4 Hardness of Schrödinger operators
The two main theorems of this section, Theorem 4.1 and 4.2, establish the hardness of Schrödinger
operators in terms of the complexity of finding the ground energy and time-independent simulation.
Their correctness follow from (i) Theorem 4.3, a perturbative reduction from Schrödinger operators
to TIM Hamiltonians and (ii) the hardness results of TIM Hamiltonians, namely Theorem 2.4 and
2.6.

The rest of this section is organized as follows: In Section 4.1 we provide the essential idea behind
Theorem 4.3 by motivating a perturbative reduction in the 1-dimensional case. In Section 4.4 we
present the proof of Lemma 4.4, which serves as our main lemma that plays the central role
in showing the correctness of the main perturbative reduction (Theorem 4.3). We need some
preparation before that: The first ingredient is the semiclassical analysis of Schrödinger operators
with V being double-well functions in Section 4.2. Then we introduce some perturbation theory
tools in Section 4.3.
Theorem 4.1 (StoqMA-hardness). Determining the ground energy of Schrödinger operators with
2-body potential is StoqMA-hard. More specifically, let V : [−1, 1]n → R be a 2-body potential
function with C1-norm bounded within poly(n). Then, estimating within error 1/ poly(n) the
smallest eigenvalue of the Schrödinger operator H = ∆ + V is StoqMA-hard.
Theorem 4.2 (BQP-hardness). SchrödingerSim with Dirichlet boundary condition is BQP-hard
even if V is 2-body.
Theorem 4.3 (Perturbative reduction). Let ε := 1/P (n) and t < P (n) for some polynomial P (·).
For any TIM Hamiltonian

H =
∑

1≤u≤n
(auXu + buZu) +

∑
1≤u,v≤n

bu,vZuZv

such that |au|, |bu|, |bu,v| ≤ P (n), there exists a Schrödinger operator

Ĥ = −∆ + V

and a poly(n)-time computable C ≤ poly(n) satisfying the following:
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(i) The potential V : [−1, 1]n → R is 2-body, smooth, poly(n)-time computable and has C1-norm
bounded within poly(n).

(ii)
∣∣∣Cλk(Ĥ) − λk(H)

∣∣∣ ≤ ε for every k ∈ {0, 1, . . . , 2n − 1}.

(iii)
∥∥∥W †PSe

−iCĤtW − e−iHt
∥∥∥ ≤ ε, where W := ⊗

1≤k≤n(|ψk0 ⟩⟨−| + |ψk1 ⟩⟨+|) shifts basis and S
is the image of W . |ψk0 ⟩ and |ψk1 ⟩ are 1-dimensional. Moreover, wave functions ψkj (·) are
smooth, poly(n)-time computable and have C1-norm bounded within polylog(n).

Proof. Without loss of generality assume au ≥ 0 because otherwise one can conjugate H with Zu
and this conjugation simply flip the uth qubit in the {|+⟩, |−⟩} basis. Now compare the theo-
rem statement of Theorem 4.3 and that of Lemma 4.4: the only obstacle from directly invoking
Lemma 4.4 is that it has an additional assumption au ≥ 1/M2 for every u. The assumption can be
safely removed by Lemma 4.5 which uses a perturbative reduction.

Lemma 4.4. Fix M1,M2, ε1 > 0 and t ≥ 0. For any TIM Hamiltonian

H =
∑

1≤u≤n
(auXu + buZu) +

∑
1≤u,v≤n

bu,vZuZv

such that |au|, |bu|, |bu,v| ≤ M1 and au > 1/M2, there exists a Schrödinger operator

Ĥ = −G⋆∆ + V

and a polynomial P ≤ poly(n,M1,M2, 1/ε1, t) satisfying the following:
(i) 1 ≤ G⋆ ≤ P is poly(n)-time computable and the potential V : [−1, 1]n → R is 2-body, smooth,

poly(n)-time computable and has C1-norm bounded within P .

(ii)
∣∣∣λk(Ĥ) − λk(H)

∣∣∣ ≤ ε1 for every k ∈ {0, 1, . . . , 2n − 1}.

(iii)
∥∥∥W †PSe

−iĤtW − e−iHt
∥∥∥ ≤ ε1, where W := ⊗

1≤k≤n(|ψk0 ⟩⟨−| + |ψk1 ⟩⟨+|) shifts basis and S
is the image of W . |ψk0 ⟩ and |ψk1 ⟩ are 1-dimensional. Moreover, wave functions ψkj (·) are
smooth, poly(n)-time computable and have C1-norm bounded within polylog(P ).

Lemma 4.5. Fix M1,M2 > 0. For any TIM Hamiltonian

H =
∑

1≤u≤n
(auXu + buZu) +

∑
1≤u,v≤n

bu,vZuZv

such that |au|, |bu|, |bu,v| ≤ M1 and au ≥ 0, there exists another TIM Hamiltonian

H̃ =
∑

1≤u≤n
(ãuXu + b̃uZu) +

∑
1≤u,v≤n

b̃u,vZuZv

with all coefficients being poly(n)-time computable, which satisfies the following:

(i) |ãu|,
∣∣∣b̃u∣∣∣, ∣∣∣b̃u,v∣∣∣ ≤ max{M1, 1/M2} and ãu ≥ 1/M2 for any u.

(ii)
∣∣∣λk(H̃) − λk(H)

∣∣∣ ≤ n/M2 for every k ∈ {0, 1, . . . , 2n − 1}.

(iii)
∥∥∥e−iH̃t − e−iHt

∥∥∥ ≤ nt/M2.

Proof. We simply choose ãu := min{au, 1/M2}, b̃u := bu and b̃u,v := bu,v. Note that |ãu − au| ≤
1/M2. Therefore

∥∥∥H − H̃
∥∥∥ ≤ n/M2 and hence (ii) and (iii) follow by Weyl’s inequality (Lemma 4.27)

and Lemma 4.29, respectively.
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4.1 Proof Idea

We explain the rough idea with a 1-dimensional toy case (i.e., embedding a qubit into a single
bosonic mode). Suppose we want to simulate the TIM Hamiltonian H = aX + bZ with some
Schrödinger operator Ĥ. A natural approach will be to first assume that the reduction map
σ : H 7→ Ĥ is linear for a “reasonable” range of a and b. Let us first consider what Ẑ := σ(Z) to
choose: Obviously it should be the linear combination of d2

dx2 and a diagonal potential function f

since these are only two allowed terms in a Schrödinger operator Ĥ. Now, many choices are possible
but there is one promising candidate being the sign function Ẑ = sgn(x) with two advantages: (i)
this choice easily generalizes to higher dimensions and (ii) for any wave function ψ(x) staying in
x > 0 (resp., x < 0) we have Ẑ|ψ⟩ = |ψ⟩ (resp. Ẑ|ψ⟩ = −|ψ⟩), which resembles the fact Z|0⟩ = |0⟩
(resp., Z|1⟩ = −|1⟩). Sticking with this choice, the next step is to find an X̂ := σ(X) that is
compatible with the choice of Ẑ in the sense that we can find wave functions ŝ0(x) and ŝ1(x) such
that

X̂(α|ŝ0⟩ + β|ŝ1⟩) ≈ α|ŝ1⟩ + β|ŝ0⟩,
Ẑ(α|ŝ0⟩ + β|ŝ1⟩) ≈ α|ŝ0⟩ − β|ŝ1⟩.

In other words, Ẑ, X̂, |ŝ0⟩, |ŝ1⟩ approximately retain the algebraic relation among Z,X, |0⟩, |1⟩. We
already know that any ŝ0(x) (resp., ŝ1(x)) that concentrates in the region x < 0 (resp., x > 0)
will fit the bill for Ẑ from the previous discussion about Ẑ. Therefore we assume that they have
this concentration property from now on. Alas, it turns out that we cannot find a compatible X̂
unless the error hidden in ≈ can be a constant.6 However, note that what we actually wanted
to do is maintaining the spectral property from H to Ĥ. Therefore an X̂ which acts on |ŝ0⟩, |ŝ1⟩
like c1X + c2I acting on |0⟩, |1⟩ for some c1, c2 will suffice. Another way to see this is that time-
independent simulation under Hamiltonian c1H + c2I is equivalent to that under H modulo phase
difference and time dilation. In light of this, we can heuristically find X̂ by considering the spectral
property of c1X + c2I: its eigenstates are |0⟩ + |1⟩ and |0⟩ − |1⟩. This means a valid X̂ should
have eigenfunctions that look like ŝ0(x) + ŝ1(x) and ŝ0(x) − ŝ1(x). Since we want to embed H to
the low-energy subspace of Ĥ we prefer these two eigenstates being the ground state and the first
excited state of X̂. Recall the concentration property we assumed on ŝ0(x) and ŝ1(x) and a good
candidate of X̂ emerges: X̂ = − d2

dx2 +fdw where fdw is a double square well potential parameterized
by ℓ, w, s > 0 which is defined as follows.

fdw(x) :=


+∞, x ∈ (ℓ+ w/2,+∞)
0, x ∈ [w/2, ℓ+ w/2]
s, x ∈ [0, w/2)
fdw(−x), x < 0

As we can see in Figure 1, if s is sufficiently large, the first two eigenfunctions of X̂ = − d2

dx2 + fdw
is approximately ŝ0(x) ± ŝ1(x) for ŝ0(x) being a partial sine wave in x > 0 and ŝ1(x) := ŝ0(−x).

It turns out that a cleaner approach is to define |ŝ0⟩ and |ŝ1⟩ from X̂: Fix X̂ := − d2

dx2 + fdw
with the ground state |ψ0⟩ and the first excited state |ψ1⟩. Let |ŝ0⟩ := 1√

2 (|ψ0⟩ + |ψ1⟩) and |ŝ1⟩ :=
1√
2 (|ψ0⟩ − |ψ1⟩). We now have that X̂ acting on {|ŝ0⟩, |ŝ1⟩} exactly resembles δ

2X + c2I acting
on {|0⟩, |1⟩} for some c2 where δ is the spectral gap of X̂. The remaining problem is how well

6But we need the error to be at least smaller than 1/n because error adds up when generalizing from 1 dimension
to n dimensions.
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Ẑ := sgn(x) resembles Z in the same manner. It is easy to see from Figure 1 that increasing s will
make |ŝ0⟩ concentrate more in the region x > 0 and hence the relation Ẑ|ŝ0⟩ ≈ |ŝ0⟩ is approximated
with smaller error. However, this comes with a cost of reducing the spectral gap δ. Note that we
want δ to be not too small because our reduction reads X 7→ 2

δ X̂. An exponentially small δ means
the potential function hiding in the Schrödinger operator 2

δ X̂ must be exponentially large, which
will make the whole reduction inefficient in the sense that the operator we reduced to involves
prohibitively large energy. Therefore, we need to pick an appropriate s such that

∥∥∥Ẑ|ŝ0⟩ − |ŝ0⟩
∥∥∥

is small enough but δ is not too small. Studying the relation between δ and s can be regarded
as doing semiclassical analysis on the operator −h2∆ + fdw with s = 1: this operator is clearly
equivalent to −∆+fdw with s = 1/h2. This is why we will invoke results from semiclassical analysis
in Section 4.2 for the actual construction of X̂ in Section 4.4.

The idea above can be naturally generalized to higher dimensions. Note that we used potential
functions that are not continuous in the construction of the reduction H 7→ Ĥ above, and we need
smooth potentials in the actual construction of the Schrödinger operator.

4.2 1-Dimensional Double-Well Function

The goal of this section is to establish a proof for a technical lemma (Lemma 4.14) which will be
used later. It characterizes the spectral property of a Schrödinger operator with the potential being
a 1-dimensional double-well function.

Definition 4.6 (Sobolev Space). Let M be a finite-dimensional compact connected Riemannian
manifold or an open subset of such a manifold.7 Define H2

0 (M) := W 2,2
0 (M) as the Sobolev space

regarding ℓ2-norm and 2nd order derivatives, which consists of functions f : M → R vanishing on
the boundary ∂M .

Operator of Interest. Throughout this section, we focus on analyzing the property of Schrödinger
operator P := −h2∆ + V when h → 0. This is called semi-classical analysis in literature. Here, we
are only interested in the case that V is a fixed double-well function defined as follows.

Definition 4.7 (Double-Well Function). We call V : [−1, 1] → R a double-well function if it
satisfies the following:

1. V is symmetric, i.e., V (−x) = V (x) for any x.

2. V is smooth on [−1, 1].

3. There exists some a ∈ (0, 1) such that V has exactly two minima located at a and −a with
V (a) = V (−a) = 0 and V ′′(a) = V ′′(−a) > 0.

We restrict the domain of P to be functions in H2
0 ([−1, 1]). All kets introduced later in this

section are real-valued functions. For why this works, note that e.g. P is a real differential operator
and hence all its eigenfunctions can be made real.

The so-called Agmon distance is essential in semi-classical analysis:

Definition 4.8 (Agmon Distance). Let M be a finite-dimensional compact connected Riemannian
manifold. Let V : M → R be a potential function and E ∈ R be some specific energy of interest.

7Most M encountered later in this section are simply [−1, 1] and its open subsets. The general definition is put
here for the sake of completeness.
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The Agmon distance between x, y ∈ M is

dV,E(x, y) := inf
γ

∫
γ

√
max{V (z) − E, 0}dz,

where γ runs over all piecewise C1 paths connecting x and y. The Agmon distance between a point
x ∈ M and a subset Y ∈ M follows naturally:

dV,E(x, U) := inf
y∈Y

dV,E(x, y).

We define S0 := dV,0(a,−a) as it will make appearances throughout. Here V is the fixed double-well
function and a and −a are two minima of V (Refer to Definition 4.7).

The notion of Dirichlet realization will be helpful when we study local behavior of a Schrödinger
operator:

Definition 4.9 (Dirichlet Realization). Let P := −h2∆ + V be a Schrödinger operator with
V : M → R, where M is a finite-dimensional compact connected Riemannian manifold. Let
Ω ⊆ M be a bounded open set. PΩ is defined as the restriction of P over Ω. To be more specific,
P has domain H2

0 (Ω).

Definition 4.10 (Ball). Let M be a Riemannian manifold. Let d(·, ·) be a distance function on
M . Define Bd(x, r) := {z ∈ M | d(z, x) ≤ r} and B̊d(x, r) := {z ∈ M | d(z, x) < r}.

Recall that our target is to analyze the behavior of P when h → 0. As such, the kth eigenvalue
of P tends to 0 for any fixed k. Therefore we need the following notion to keep track of those
eigenvalues we are interested in when h → 0.

Definition 4.11 (Eigenvalue Interval, I(h)). I(h) is defined as a closed interval in R that depends
on the value of h. We require that I(h) → {0} when h → 0.

Definition 4.12 (Local Eigenvalues and Eigenstates). Fix a small η > 0. Define intervals L,R ⊆
[−1, 1] as follows:

L := B̊d(−a, 3S0) −Bd(a, η) − [a,+∞]
R := B̊d(a, 3S0) −Bd(−a, η) − [−∞,−a]

where d := dV,0. Let J = L or J = R. Denote by µJ,1, µJ,2, . . . , µJ,mJ
eigenvalues8 of PJ in interval

I(h) and by |ϕJ,1⟩, |ϕJ,2⟩, . . . , |ϕJ,mJ
⟩ their corresponding normalized eigenstates that constitute an

orthogonal system. Note that PL is just the reflection of PR across the y-axis.

Definition 4.13 (Hidden constants in big O notation). The subscript(s) c in the notation Oc(·)
means that the hidden constant depends on c.

Lemma 4.14. Let P := −h2∆ + V be a Schrödinger operator with some double-well function V .
Let F be the subspace spanned by eigenstates of P whose eigenvalues are in I(h). The following
holds for sufficiently small h > 0 if there exists r(h) ≥ Ω(e−o(1/h)) such that PL and PR have no
eigenvalues r(h)-close to I(h) from outside, i.e., no eigenvalues in (I(h) +Bd(0, r(h))) − I(h):

(i) There exists a bijection b mapping eigenvalues of P in I(h) to eigenvalues of PL and PR in
I(h). Furthermore, |b(λ) − λ| ≤ Oη

(
e− S0−2η−o(1)

h

)
.

8Multiplicity is included here, i.e., degenerate eigenvalues appear multiple times in the list.
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(ii) For each eigenstate |ϕJ,k⟩ (J ∈ {L,R}), there exists a |vJ,k⟩ ∈ F such that ∥|vJ,k⟩ − |ϕJ,k⟩∥ ≤

Oη

(
e− S0−ε(η)

h

)
where ε(η) is some function such that limη→0 ε(η) = 0. vL,k(·) is vR,k(·)

reflected across the y-axis. Furthermore, {|vJ,k⟩} are almost orthogonal to each other in the
sense that

∣∣⟨vJ,k|vJ ′,k′⟩
∣∣ ≤ Oη

(
e− S0−ε(η)

h

)
for any (J, k) ̸= (J ′, k′).

Remark. Lemma 4.14 is a special case of Proposition A.3 and the following discussion in Liu et
al. [LSL23]. Refer to [DS99, Section 6.c] and [Hel06, Section 4.2] for more complete treatments.
To be more specific, first, it is easy to verify that V satisfies Assumption A.3 and A.4 in [LSL23].
Therefore the first part of Lemma 4.14 directly follows from Proposition A.3. Note that our
assumption in Lemma 4.14 does not ask for spectral property of P like Proposition A.3 does
in [LSL23]: the assumption is unnecessary as pointed out in Remark 4.2.3 of [Hel06]. Readers
may have noticed that the definition of R (similar for L) in [LSL23] should be R := B̊d(a, 3S0) −
Bd(−a, η), which is a disjoint union of two intervals (for small enough η) while ours discards the
interval on which V (x) has a nonzero lower bound that depends on η. This difference can be
justified by that we are interested in the case when h → 0 throughout: P restricted on the other
interval cannot have nontrivial eigenfunction with eigenvalue in I(h) since I(h) → {0} and V (x)
on that interval is bounded below by a positive value. For the second part of Lemma 4.14, the
orthogonality comes from Eq. (189) and (190) of [LSL23], while the bound of ∥|vJ,k⟩ − |ϕJ,k⟩∥ can
be derived from Eq. (187) of [LSL23] and the decay of ϕα, ψα given in p. 59 of [DS99].

Lemma 4.15 ([DS99, Proposition 6.4]). Let M be a finite-dimensional compact connected Rie-
mannian manifold. Fix an smooth V : M → R. Define the energy well U := {x | V (x) ≤ 0}. Let
h → 0 and assume that u = u(x;h) is an eigenfunction of P := −h2∆ + V with eigenvalue o(1).
Then, ∥∥∥∥e dV,E(x,U)

h u

∥∥∥∥ :=
√∫

M

∣∣∣∣e dV,E(x,U)
h u(x)

∣∣∣∣2dx = O
(
e

o(1)
h

)
.9

Lemma 4.16 ([HS12, Theorem 11.3]). Fix H(λ) := −∆ + λ2V with V : Rn → R that satisfies the
following:

(i) V ∈ C3(Rn); V ≥ 0; lim inf |x|→∞ V (x) = +∞.

(ii) V has a single, nondegenerate zero at x = 0, i.e., the Hessian of V at 0, denoted by A, is
positive semidefinite.

Let K := −∆ + 1
2x⊺Ax. We list eigenvalues of K, including multiplicity, as e0 ≤ e1 ≤ e2 ≤ · · · .

Similarly, label eigenvalues of H(λ) as e0(λ) ≤ e1(λ) ≤ e2(λ) ≤ · · · . Then, for any k we have

ek(λ) = λek + Ok

(
λ

4
5
)
, as λ → +∞.

Corollary 4.17. Under the same assumption in Lemma 4.16 with H(h) := −h2∆ + V , we have

ek(h) = hek + Ok

(
h

6
5
)
, as h → 0.

Lemma 4.18 ([Nak86]). Fix H(λ) := −∆ + λ2V with V : R → R that satisfies the following:
9The orginal theorem statement in [DS99] is that for every ε, one have for small enough h > 0 depending on ε

such that the left-hand side is no more than Cεeε/h where Cε is a constant that depends on ε. This clearly induces
the statement in Lemma 4.15 by letting ε → 0.
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(i) V is a nonnegative continuous function such that V (x) takes its absolute minimum zero at
some x = a and x = b for some a, b ∈ R.

(ii) lim inf |x|→∞ V (x) > 0.

Denote by en−1(k) the nth smallest eigenvalue of H(λ). Fix an arbitrary n, we have

lim inf
k→∞

1
k

ln(en(k) − en−1(k)) ≥ −
∫ b

a

√
V (x)dx.

Lemma 4.19 ([HS12, Theorem 12.3]). Fix H(λ) := −∆ + λ2V with V : R → R that satisfies the
following:

(i) V is symmetric, i.e., V (x) = V (−x).10

(ii) V ∈ C(Rn); V ≥ 0; lim inf |x|→∞ V (x) = +∞.

(iii) V (x) has two nondegenerate minima at some x = −a and x = a for some a ∈ R.

Denote by en−1(k) the nth smallest eigenvalue of H(λ). Fix an arbitrary n, we have

lim sup
k→∞

1
k

ln(e1(k) − e0(k)) ≤ −
∫ b

a

√
V (x)dx.

Combining Lemma 4.18 and 4.19 we immediately have the following:

Corollary 4.20. Under the same assumption in Lemma 4.19 with H(h) := −h2∆ + V , we have

e1(k) − e0(k) ⊆ Ω
(
e− S0+o(1)

h

)
∩ O

(
e− S0−o(1)

h

)
, S0 := dV,0(a, b).

Remark 4.21. Corollary 4.17 (resp., Corollary 4.20) can be extended to the case where V is
defined only on a compact or a bounded open subset M ⊆ Rn (resp., M ⊆ R) which is connected:
in such a case we require eigenfunctions to vanish on the boundary of M and we no longer need any
assumption for lim inf |x|→∞ V (x). To understand this, it is important to note that the spectrum
will be unchanged if we extend V to V̂ , where

V̂ (x) =
{
V (x), x ∈ M ;
+∞, x /∈ M.

Now that V̂ is defined on Rn, the only obstacle for applying Corollary 4.17 is that V̂ is not
continuous, let alone smooth. This can be tackled by a standard method that constructs a smooth
function that is sufficiently close to V̂ .

Theorem 4.22. Let E0 ≤ E1 ≤ E2 ≤ . . . be eigenvalues of P := −h2∆ + V with a double-well
function V and {|ψk⟩}k∈N their corresponding eigenstates.

(i) E1 − E0 ⊆ Ω
(
e− S0+o(1)

h

)
∩ O

(
e− S0−o(1)

h

)
.

(ii) E2 − E1 ≥ Ω(h).
10This induces Assumption (A3) in the description of Theorem 12.3 in [HS12].
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(iii) There exists a c ∈ {±1} such that |ŝ0⟩ := 1√
2 (|ψ0⟩ + c|ψ1⟩) is bounded away from x < a. To

be more specific, the following inequality holds:

∀x0 ∈ (−a, a),
∫ x0

−1
|ŝ0(x)|2dx ≤ O

(
e−(2−o(1)) d(a,x0)

h

)
,

where d := dV,0. A similar inequality holds for |ŝ1⟩ := 1√
2 (|ψ0⟩ − c|ψ1⟩) since it is just |ŝ0⟩

reflected across the y-axis.

Proof of Theorem 4.22. We prove (i), (ii) and (iii) in order.

(i). This comes from directly applying Corollary 4.20 with Remark 4.21.

(ii). Recall that PL is just the reflection of PR across the y-axis. By Corollary 4.17 and Re-
mark 4.21, the eigenvalues of PL and PR are

ek(h) = (2k + 1)qh+ Ok

(
h6/5

)
, k = 0, 1, 2, . . . ,

where q := V ′′(−a) = V ′′(a). Therefore, by setting interval I(h) to be [1
2e0(h), 1

2(e1(h) + e2(h))] it

satisfies the condition in Lemma 4.14. Lemma 4.14(i) tells usE2k+1/2±1/2 = ek(h)±Oη

(
e− S0−2η−o(1)

h

)
.

Therefore, (ii) is obtained by picking a sufficiently small η.

(iii). Similar to what we have done for (ii), applying Lemma 4.14 with I(h) = [1
2e0(h), 1

2(e0(h) +
e1(h))] we obtain a symmetric pair |vJ⟩ := |vJ,0⟩ for J ∈ {L,R} from symmetric pair |ϕJ⟩ := |ϕJ,0⟩.
Note that |vJ⟩ ∈ F = span(|ψ0⟩, |ψ1⟩). By varying η from Lemma 4.14(ii) we have the following
holds for any ε > 0:

∥vJ∥ ∈ ∥ϕJ∥ ± ∥vJ − ϕJ∥ ∈ 1 ± Oε

(
e− S0−ε

h

)
,

|⟨vL|vR⟩| ≤ Oε

(
e− S0−ε

h

)
.

(4.1)

For convenience we use notation O(r) to represent Oε

(
e− S0−ε

h

)
below. Now, due to the symmetry

between |vL⟩ and |vR⟩ we can assume for some α, β ∈ R that

|vL⟩ = α|ψ0⟩ − β|ψ1⟩,
|vR⟩ = α|ψ0⟩ + β|ψ1⟩,

(4.2)

because ψ0(·) is symmetric and ψ1(·) antisymmetric regarding x = 0. Plugging Eq. 4.2 into Eq. 4.1
we get α2 + β2 ∈ 1 ± O(r) and α2 − β2 ∈ ±O(r). Therefore,

|α|, |β| ∈ 1√
2

± O(r) .

Without loss of generality let α ∈ 1√
2 ± O(r). Therefore |vR⟩ = α|ψ0⟩ + c|β||ψ1⟩ for some c ∈ {±1},

which implies |ŝ0⟩ − |vR⟩ ∈ ±O(r) |ψ0⟩ ± O(r) |ψ1⟩.

Claim 4.23. ∥|ŝ0⟩ − |vR⟩∥ = O(r).

The next claim is immediate from Lemma 4.14(ii).
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Claim 4.24. ∥|vR⟩ − |ϕR⟩∥ = O(r).

Now that |ϕR⟩ is clearly a good estimate of |ŝ0⟩. Our plan is to show the inequality in (iii)
with |ŝ0⟩ replaced by |ϕR⟩. Recall that |ϕR⟩ is the ground state of PR. Note that we are able to
apply Lemma 4.15 on PR despite R not being a finite-dimensional compact Riemannian manifold:
It does the work by naturally extending the domain of V in Lemma 4.15 from R to R and nothing
will change effectively. Set U = {a} in Lemma 4.15. The eigenvalue for |ϕR⟩ is Θ(h) ≤ o(1) as
discussed in the proof of (ii). Set d := dV,0 as usual. Extend the definition of ϕR(x) by letting
ϕR(x) = 0 for x /∈ R. We have∫ x0

−1
|ϕR(x)|2dx ≤ e−2 d(a,x0)

h

∫ x0

−1

∣∣∣∣e d(a,x)
h ϕR(x)

∣∣∣∣2dx (d(a, x) ≥ d(a, x0))

≤ e−2 d(a,x0)
h

∫
R

∣∣∣∣e d(a,x)
h ϕR(x)

∣∣∣∣2dx

≤ e−2 d(a,x0)
h O

(
e

o(1)
h

)
(Lemma 4.15)

≤ O
(
e−2(1−o(1)) d(a,x0)

h

)
.

Combining the above with Claim 4.23 and 4.24 we obtain√∫ x0

−1
|ŝ0(x)|2dx ≤

√∫ x0

−1
|ϕR(x)|2 + O(r) ≤ O

(
e−(1−o(1)) d(a,x0)

h

)
+ Oε

(
e− S0−ε

h

)
from triangle inequality√∫ x0

−1
|ŝ0(x)|2dx−

√∫ x0

−1
|ϕR(x)|2 ≤

√∫ x0

−1
|ŝ0(x) − ϕR(x)|2dx ≤ ∥ŝ0(x) − ϕR(x)∥ ≤ O(r) .

Note that the latter term Oε

(
e− S0−ε

h

)
can be absorbed into the former term by choosing sufficiently

small ε, since d(a, x0) < d(a,−a) = S0 from i) x0 ∈ (−a, a) and that ii) V̂ (x) > 0 for any
x ∈ R− {a}.

4.3 Perturbation Theory

We first introduce an alternative way to identify eigenvalues for operators that may not have purely
discrete spectrum.

Definition 4.25. Let H be a self-adjoint operator that is bounded from below, i.e., H ⪰ cI for
some c. For k ∈ N, define

λk(H) := sup
|ϕ0⟩,...,|ϕk−1⟩∈dom(H)

inf
|ψ⟩∈dom(H)

∥|ψ⟩∥=1
|ψ⟩⊥|ϕ0⟩,...,|ϕk−1⟩

⟨ψ|H|ψ⟩.

For notational convenience, We also define µmin(H) := λ0(H) and µmax(H) := λm−1(H) where
m := dim(H).

The λk(H) above are basically eigenvalues due to the following lemma:
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Lemma 4.26 (Min-Max Principle [RS72, Theorem XIII.1]). λk(H) is the (k+1)th smallest eigen-
value counting multiplicity if it is below the bottom of the essential spectrum of H. Otherwise,
λk(H) is the bottom of the essential spectrum.

Lemma 4.27 (Weyl’s Inequality). Let A and B be self-adjoint, semi-bounded operators of the same
domain. Then, for any k we have

|λk(A) − λk(B)| ≤ ∥A−B∥.

Proof. By Definition 4.25,

λk(A) = sup
|ϕ0⟩,...,|ϕk−1⟩∈dom(A)

inf
|ψ⟩∈dom(A)

∥|ψ⟩∥=1
|ψ⟩⊥|ϕ0⟩,...,|ϕk−1⟩

⟨ψ|A|ψ⟩

= sup inf (⟨ψ|B|ψ⟩ + ⟨ψ|(A−B)|ψ⟩)
≥ sup (inf ⟨ψ|B|ψ⟩ + inf ⟨ψ|(A−B)|ψ⟩)
≥ sup (inf ⟨ψ|B|ψ⟩ − ∥A−B∥)
= λk(B) − ∥A−B∥.

Switching the role of A and B in the above we get λk(B) ≥ λk(A) − ∥B −A∥, which concludes the
proof.

Lemma 4.28. Let H be a (possibly infinite-dimensional) Hamiltonian written as H =
(
A R†
R B

)
w.r.t. subspaces S and S⊥ such that m := dim(S) < ∞. Suppose ∆ := µmin(B) − µmax(A) > 0.
Then, for any k ∈ {0, 1, . . . ,m− 1},

|λk(H) − λk(A)| ≤ ∥R∥.

Proof. Define H0 := H −
(

0 R†
R 0

)
. Applying Lemma 4.27 we have

|λk(H) − λk(H0)| ≤
∥∥∥( 0 R†

R 0
)∥∥∥ = ∥R∥

for any k ∈ N. It remains to show that λk(H0) = λk(A) for k ∈ {0, 1, . . . ,m − 1}: Note that
the spectrum of H0 =

(
A 0
0 B

)
is the union of those of A and B. And the assumption ∆ > 0

guarantees that the whole spectrum of B is above that of A. Hence λk(H0) = λk(A) for k ∈
{0, 1, . . . ,m− 1}.

Lemma 4.29. Let A and B be two self-adjoint operators. Then,∥∥∥e−iAt − e−iBt
∥∥∥ ≤ ∥A−B∥t.

Proof. By Duhamel’s Principle or differentiating e−i(A−B)t we have

e−iAt − e−iBt = −i
∫ t

0
e−iA(t−s)(A−B)e−iBsds.

The inequality follows by taking norms of both sides.

Lemma 4.30. Let H be a (possibly infinite-dimensional) Hamiltonian written as H =
(
A R†
R B

)
w.r.t. subspaces S and S⊥. For any t > 0 we have∥∥∥PSe

−iHtPS − e−iAt
∥∥∥ ≤ 2

√
2

3 (∥R∥t)3/2 .
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Proof. The proof largely follows that of Theorem 10 in [LLPW24] with the exception that we cannot
use the vanilla Schrieffer–Wolff theory to prove Claim 4.31 because our case involves unbounded
(and hence infinite-dimensional) operators.

Let H0 = PSHPS = diag(A,0), and we define:

A (t) = PSe
−iHtPS , B(t) = PSe

−iH0tPS .

We also define the E (t) := A (t) − B(t). Note that E (0) = 0. We find that
d
dtA (t) = PS (−iH) (PS + PS⊥) e−iHtPS = −iH0A (t) − iRe−iHtPS ,

d
dtB(t) = PS (−iH0) e−iH0tPS = −iH0B(t).

Therefore, we have Ė (t) = ˙A (t) − Ḃ(t) = −iH0E (t) − iRe−iHtPS . By Duhamel’s principle we
represent the function E (t) as the time integral:

E (t) = −i
∫ t

0
exp(−iH0(t− τ))R exp(−iHτ)PS dτ,

so we can estimate the error (recall that R = PSHPS⊥):

∥E (t)∥ ≤
∫ t

0
∥PSHPS⊥ exp(−iHτ)PS∥ dτ ≤

∫ t

0
∥RPS⊥ exp(−iHτ)PS∥ dτ

≤
∫ t

0
∥R∥

(√
2∥R∥τ

)
dτ = 2

√
2

3 (∥R∥t)3/2 .

In the second step, we use PS⊥ = P 2
S⊥ . In the second to last step, we invoke Claim 4.31.

Claim 4.31. ∥PS⊥ exp(−iHt)PS∥ ≤
√

2∥R∥t.

Claim 4.31 is equivalent to a 2∥R∥t upper bound of ∥PS⊥ exp(−iHt)|ψ0⟩∥2 for every normalized
state |ψ0⟩ ∈ S. We prove such a bound below. Define |ψ⟩ := |ψ(t)⟩ := exp(−iHt)|ψ0⟩. We have

d
dtPS |ψ⟩ = −iPSH|ψ⟩

since d
dt |ψ⟩ = −iH|ψ⟩. Therefore,

d
dt∥PS |ψ⟩∥2 = 2 Re

{
(−iPSH|ψ⟩)†(PS |ψ⟩)

}
= −2 Im{⟨ψ|HPS |ψ⟩}
= −2 Im{⟨ψ|PSHPS |ψ⟩ + ⟨ψ|PS⊥HPS |ψ⟩}

= −2 Im
{

⟨ψ|R†|ψ⟩
}
.

Consequently,

∥PS⊥ exp(−iHt)|ψ0⟩∥2 = ∥PS⊥ |ψ(t)⟩∥2

= 1 − ∥PS |ψ(t)⟩∥2

= ∥PS |ψ(0)⟩∥2 − ∥PS |ψ(t)⟩∥2

=
∫ 0

t

( d
dτ ∥PS |ψ(τ)⟩∥2

)
dτ

=
∫ 0

t
−2 Im

{
⟨ψ(τ)|R†|ψ(τ)⟩

}
dτ

≤ 2∥R∥t.
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4.4 Proof of the Main Lemma

This section is dedicated to the proof of Lemma 4.4.

Lemma 4.4 (restated). Fix M1,M2, ε1 > 0 and t ≥ 0. For any TIM Hamiltonian

H =
∑

1≤u≤n
(auXu + buZu) +

∑
1≤u,v≤n

bu,vZuZv

such that |au|, |bu|, |bu,v| ≤ M1 and au > 1/M2, there exists a Schrödinger operator

Ĥ = −G⋆∆ + V

and a polynomial P ≤ poly(n,M1,M2, 1/ε1, t) satisfying the following:

(i) 1 ≤ G⋆ ≤ P is poly(n)-time computable and the potential V : [−1, 1]n → R is 2-body, smooth,
poly(n)-time computable and has C1-norm bounded within P .

(ii)
∣∣∣λk(Ĥ) − λk(H)

∣∣∣ ≤ ε1 for every k ∈ {0, 1, . . . , 2n − 1}.

(iii)
∥∥∥W †PSe

−iĤtW − e−iHt
∥∥∥ ≤ ε1, where W := ⊗

1≤k≤n(|ψk0 ⟩⟨−| + |ψk1 ⟩⟨+|) shifts basis and S
is the image of W . |ψk0 ⟩ and |ψk1 ⟩ are 1-dimensional. Moreover, wave functions ψkj (·) are
smooth, poly(n)-time computable and have C1-norm bounded within polylog(P ).

1D Building Blocks. Fix fdw(x) := (x− 1/2)2(x+ 1/2)2 to be a quartic function with minima
x = ±x⋆ := ±1/2.11 It is easy to verify that fdw is a double-well function that satisfies the
requirement of V in Theorem 4.22. Define the operator X̂(h), which depends on a parameter
h > 0, to be

X̂(h) := Ch

(
−h2 d2

dx2 + fdw

)
,

where Ch is chosen such that the spectral gap of X̂(h) is 2. LetG◦ := e
S0
h where S0 := dfdw,0(x⋆,−x⋆).

Let E0 ≤ E1 ≤ E2 ≤ · · · be eigenvalues of X̂(h) and |ψ0⟩, |ψ1⟩, |ψ2⟩, . . . be corresponding eigen-
states given h. It is well known that eigenfunctions of an elliptic operator, of which Schrödinger
operator is a special case, is smooth if the operator itself is smooth (See Theorem 3 and 6 of [Eva22,
Sec. 6.3]). Therefore ψj(·) are smooth since d2

dx2 and fdw are smooth. By analytic methods such as
WKB approximation it is straightforward that ψj(·) has C1-norm h−O(j) ≤ logO(j)(G◦) for any j.

Claim 4.32. Ch ∈ O
(
G

1+o(1)
◦

)
∩ Ω

(
G

1−o(1)
◦

)
, E2 − E1 ≥ Ω

(
G

1−o(1)
◦

)
and E1 − E0 = 2.

Proof. Theorem 4.22(i) and (ii) give E1 −E0 ∈ Ω
(
e− S0+o(1)

h

)
∩ O

(
e− S0−o(1)

h

)
and E2 −E1 ≥ Ω(h)

if Ch = 1 in the definition of X̂. Now that Ch is chosen such that E1 − E0 = 2, therefore
Ch ∈ O

(
e

S0+o(1)
h

)
∩ Ω

(
e

S0−o(1)
h

)
. Hence E2 −E1 ≥ Ω

(
he

S0−o(1)
h

)
. We conclude with the definition

of G◦.
11Other choices of fdw(x) should work in principle but it is trickier to assert the quantitative C1-boundedness of

its eigenfunctions, which will be mentioned soon after.
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Now, if we write G = Chh
2, it is immediate that G ∈ O

(
G

1+o(1)
◦

)
∩ Ω

(
G

1−o(1)
◦

)
by Claim 4.32.

This means h2Ch → +∞ when h → 0. Note that the implicit map h 7→ Ch is continuous.
Therefore there always exists an h satisfying G = Chh

2 given any sufficiently large G. We can
define X̂(G) := X̂(h) by choosing such an h. We also write the (j + 1)th eigenpair of X̂(G) as
(EGj , |ψGj ⟩) if we want to highlight the value of G. Note that

X̂(G) = −G d2

dx2 + Chfdw.

Let us rewrite Claim 4.32 in terms of G:

Claim 4.33 (Property of X̂). Ch ∈ O
(
G1+o(1)

)
∩Ω
(
G1−o(1)

)
, E2−E1 ≥ Ω

(
G1−o(1)

)
and E1−E0 =

2.

Next, define the diagonal operator (in the position basis) Ẑ := Ẑ(w), which depends on a
parameter w > 0, to be

Ẑ(w) := sgnw, i.e., (Ẑ · f)(x) := sgnw(x)f(x).

where sgnw : R → [−1, 1] is a fixed smooth (2/w)-Lipschitz function such that sgnw(x) = sgn(x)
for |x| ≥ w:

sgnw(x) :=
r
(

1+x/w
2

)
− r

(
1−x/w

2

)
r
(

1+x/w
2

)
+ r

(
1−x/w

2

) , where r(x) :=
{
e−1/x x > 0,
0 x ≤ 0.

We know that the Pauli-Z written as a matrix in the eigenbasis of Pauli-X is |+⟩⟨−| + |−⟩⟨+|.
Let us show the similar property for Ẑ := Ẑ(w) and X̂: Denote P− as the projector onto the
“low-energy” space T− := span(|ψ0⟩, |ψ1⟩) and P+ as the projector onto the “high-energy” space
T+ := T ⊥

− = span(|ψ2⟩, |ψ3⟩, . . . ). We will prove that

P−ẐP− ≈ |ψ0⟩⟨ψ1| + |ψ1⟩⟨ψ0|, P+ẐP− ≈ 0.

Claim 4.34 (Property of Ẑ). There exists a function ε(w) satisfying limw→0 ε(w) = 0 such that
the following holds:

(i) P−ẐP− = (1 ± O(r))(|ψ0⟩⟨ψ1| + |ψ1⟩⟨ψ0|) ± O(r) |ψ0⟩⟨ψ0| ± O(r) |ψ1⟩⟨ψ1|,

(ii)
∥∥∥P+ẐP−

∥∥∥ ≤ O(r),

(iii)
∥∥∥Ẑ∥∥∥ = 1,

where r := 1√
G1−ε(w) and |ψ0⟩, |ψ1⟩ are eigenstates of X̂(G).

Proof. We focus on (i) and (ii) since (iii) is obvious from the definition of Ẑ. To begin, recall
from Theorem 4.22(iii) that there exists a |ŝ0⟩ := 1√

2 (|ψ0⟩ + c|ψ1⟩) where c ∈ {±1} such that it is
bounded away from x < x⋆. To be more specific, plug x0 := w into Theorem 4.22(iii):∫ w

−1
|ŝ0(x)|2dx ≤ O

(
e−(2−o(1)) d(x⋆,w)

h

)
= O

( 1
G1−ε(w)

)
,
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where d := dfdw,0. The last equality above comes from the choice of h in the definition of X̂ such
that e

S0
h = G◦ and G ∈ O

(
G

1+o(1)
◦

)
∩ Ω

(
G

1−o(1)
◦

)
, and the fact that i) d(x⋆,−x⋆) = 2d(x⋆, 0) from

the symmetry of fdw and ii) d(x⋆, w) → d(x⋆, 0) when w → 0 since fdw(x) > 0 for any x > 0.
Therefore,

⟨ŝ0|Ẑ|ŝ0⟩ =
∫ 1

−1
sgnw(x)ŝ0(x)2

=
∫ w

−1
sgnw(x)ŝ0(x)2 +

∫ 1

w
sgnw(x)ŝ0(x)2

≥
∫ w

−1
(−1) · ŝ0(x)2 +

∫ 1

w
sgnw(x)ŝ0(x)2

= −O
( 1
G1−ε(w)

)
+
∫ 1

w
ŝ0(x)2

≥ 1 − O
( 1
G1−ε(w)

)
.

A similar argument gives us
⟨ŝ1|Ẑ|ŝ1⟩ ≤ −1 + O

( 1
G1−ε(w)

)
,

where |ŝ1⟩ := 1√
2 (|ψ0⟩ − c|ψ1⟩). On the other hand, note that

∥∥∥Ẑ|ŝ0⟩
∥∥∥ ≤ 1 since

∥∥∥Ẑ∥∥∥ = 1. We have

⟨ŝ1|Ẑ|ŝ0⟩ =
∥∥∥|ŝ1⟩⟨ŝ1|Ẑ|ŝ0⟩

∥∥∥ ≤
∥∥∥(I − |ŝ0⟩⟨ŝ0|)Ẑ|ŝ0⟩

∥∥∥ ≤

√
1 −

(
1 − O

( 1
G1−ε(w)

))2
= O

( 1√
G1−ε(w)

)
,

where the last “≤” follows from the Pythagorean theorem on the triangle consisting of Ẑ|ŝ0⟩ and its
projections |ŝ0⟩⟨ŝ0|Ẑ|ŝ0⟩ and (I−|ŝ0⟩⟨ŝ0|)Ẑ|ŝ0⟩. The same argument can be used again to obtain the
O
(

1√
G1−ε(w)

)
upper bound for

∥∥∥P+Ẑ|ŝ0⟩
∥∥∥ and

∥∥∥P+Ẑ|ŝ1⟩
∥∥∥. Using the estimate above we conclude

the proof.

Construction of Ĥ. Let G⋆ be a parameter to be determined at the very end. Define Gu :=
G⋆/au for u = 1, . . . , n. For notational convenience also define Gmin = min1≤u≤nGu. We have
Gmin ≥ G⋆/M1 by the assumption of coefficients {au}. Recall that

H =
∑

1≤u≤n
(auXu + buZu) +

∑
1≤u,v≤n

bu,vZuZv.

We construct the corresponding Schrödinger operator Ĥ: H2(Rn) → H2(Rn) as

Ĥ := ĤX + ĤZ ,

where

ĤX :=
∑

1≤u≤n
auX̂u(Gu),

ĤZ :=
∑

1≤u≤n
buẐu +

∑
1≤u,v≤n

bu,vẐuẐv,

in which X̂k(Gk) := I⊗k−1 ⊗ X̂(Gk) ⊗ I⊗n−k is X̂(Gk) acting on the kth coordinate; similarly, Ẑk
is Ẑ acting on the kth coordinate and ẐjẐk is two Ẑ acting on the jth and the kth coordinates
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simultaneously. Let PG− be the projector onto the space T G
− := span(|ψG0 ⟩, |ψG1 ⟩) and PG+ be the

projector onto the space T G
+ := (T G

− )⊥ = span(|ψG2 ⟩, |ψG3 ⟩, . . . ), where {|ψGk ⟩}k∈N are eigenstates of
X̂(G). We omit the superscript “G” when it is clear from the context. The reason why we can
relate H and Ĥ is that the “low-energy” part of Ĥ is basically H. To be more specific, define
S := ⊗

1≤k≤n T Gk
− as the “low-energy” subspace:

Claim 4.35. Define unitary W := ⊗
1≤k≤n(|ψGk

0 ⟩⟨−| + |ψGk
1 ⟩⟨+|) that shifts {|−⟩, |+⟩} basis to

{|ψGk
0 ⟩, |ψGk

1 ⟩} basis. Then, ∥∥∥ĤS −W (H + cI)W †
∥∥∥ ≤ O

(
n2M1r

)
,

where ĤS is PSĤPS restricted on S, and c := (E0 + 1)∑1≤u≤n au and r := 1√
G

1−ε(w)
min

with ε(·)

defined in Claim 4.34.

Proof. We decompose H as H = HX + HZ the same way for the decomposition Ĥ := ĤX + ĤZ .
By definition we have P−X̂P− = E0|ψ0⟩⟨ψ0| + E1|ψ1⟩⟨ψ1|. Note that E1 − E0 = 2 by Claim 4.33.
Therefore,

PSĤXPS = W

HX + I(E0 + 1)
∑

1≤u≤n
au

W †. (4.3)

Similarly, by Claim 4.34(i), we have

∥∥∥PSĤZPS −WHZW
†
∥∥∥ ≤ O(r)

 ∑
1≤u≤n

bu +
∑

1≤u,v≤n
bu,v

 ≤ O
(
n2M1r

)
. (4.4)

Combining Eq. 4.3 and Eq. 4.4 we obtain the bound.

Now our goal is to apply Lemma 4.28 on Ĥ to argue that the “high-energy” part of Ĥ does
not matter (much). Before that, we need to estimate relevant parameters R := PS⊥ĤPS and
∆ := µmin(ĤS⊥) − µmax(ĤS), where ĤS⊥ is PS⊥ĤPS⊥ restricted on S⊥.

Claim 4.36 (Estimate of ∥R∥). Inherit r from Claim 4.35. We have
∥∥∥PS⊥X̂kPS

∥∥∥, ∥∥∥PS⊥ẐkPS
∥∥∥

and
∥∥∥PS⊥(ẐjẐk)PS

∥∥∥ are bounded by O(r). Consequently, ∥R∥ =
∥∥∥PS⊥ĤPS

∥∥∥ ≤ O
(
n2M1r

)
.

Proof. Without loss of generality assume k = 1 and j = 2. First, PS⊥X̂1PS = 0 because S is
spanned by the tensor of eigenstates of X̂. Next we examine PS⊥Ẑ1PS : Claim 4.34(ii) implies∥∥∥(P+ ⊗ I⊗n−1)Ẑ1PS

∥∥∥ ≤
∥∥∥(P+ ⊗ I⊗n−1)Ẑ1(P− ⊗ I⊗n−1)

∥∥∥ = O(r) . (4.5)

Write PS⊥ = P+ ⊗ I⊗n−1 + P− ⊗ (I⊗n−1 − P⊗n−1
− ) and the only thing left to estimate is (P− ⊗

(I⊗n−1 − P⊗n−1
− ))Ẑ1PS :

(P− ⊗ (I⊗n−1 − P⊗n−1
− ))Ẑ1PS = (P− ⊗ (I⊗n−1 − P⊗n−1

− ))(Ẑ ⊗ I⊗n−1)(P− ⊗ P⊗n−1
− )

= (P−ẐP−) ⊗ ((I⊗n−1 − P⊗n−1
− )I⊗n−1P⊗n−1

− )
= (P−ẐP−) ⊗ 0 = 0. (4.6)
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Therefore
∥∥∥PS⊥Ẑ1PS

∥∥∥ ≤ O(r) from Eq. 4.5 and 4.6. Last we estimate PS⊥(Ẑ1Ẑ2)PS : Use Claim 4.34(ii)
again we have ∥∥∥(P− ⊗ P− ⊗ I⊗n−2)(Ẑ1Ẑ2)PS

∥∥∥ = O
(
r2
)

∥∥∥(P− ⊗ P+ ⊗ I⊗n−2)(Ẑ1Ẑ2)PS
∥∥∥ = O(r)∥∥∥(P+ ⊗ P− ⊗ I⊗n−2)(Ẑ1Ẑ2)PS
∥∥∥ = O(r)

Write PS⊥ = (P− ⊗P− +P− ⊗P+ + (P+ ⊗P−) ⊗ I⊗n−2 +P− ⊗P− ⊗ (I⊗n−2 −P⊗n−2
− ). Similar to

the argument in Eq. 4.6 we have

(P− ⊗ P− ⊗ (I⊗n−2 − P⊗n−2
− ))(Ẑ1Ẑ2)PS = 0.

Claim 4.37 (Estimate of ∆). ∆ := µmin(ĤS⊥) − µmax(ĤS) ≥ Ω
(
G

1−o(1)
min
M2

)
if there exists a δ > 0

such that Gmin ≥ (n2M1M2)1+δ always hold.

Proof. Recall that S := ⊗
1≤k≤n T Gk

− and T G
− = span(|ψG0 ⟩, |ψG1 ⟩). Without loss of generality let a1

be the smallest among au. We immediately get

µmin(PS⊥ĤXPS⊥) = a1E2 + (a2 + · · · + an)E0,

µmax(PSĤXPS) = (a1 + · · · + an)E1.

Note that ĤZ is bounded since
∥∥∥Ẑu∥∥∥ =

∥∥∥ẐuẐv∥∥∥ = 1:∥∥∥ĤZ

∥∥∥ ≤
∑

1≤u≤n
|bu| +

∑
1≤u,v≤n

|bu,v|.

Therefore by Weyl’s inequality (Lemma 4.27),

µmin(PS⊥ĤPS⊥) − µmax(PSĤPS)

≥
(
µmin(PS⊥ĤXPS⊥) −

∥∥∥PS⊥ĤZPS⊥

∥∥∥)−
(
µmax(PSĤPS) +

∥∥∥PSĤZPS
∥∥∥)

≥ a1(E2 − E1) − (a2 + · · · + an)(E1 − E0) − 2

 ∑
1≤u≤n

|bu| +
∑

1≤u,v≤n
|bu,v|


≥ 1
M2

(E2 − E1) − (n− 1)M1(E1 − E0) − 2n(n+ 1)M1.

We conclude the proof with E1 − E0 = 2 and E2 − E1 = Ω
(
G1−o(1)

)
from Claim 4.33.

We are ready to apply Lemma 4.28 on Ĥ to obtain the following claim.

Claim 4.38. ∣∣∣λk(H) − λk(Ĥ − cI)
∣∣∣ ≤ O

(
n2M1r

)
, (4.7)

where c := (E0 + 1)∑1≤u≤n au and r is defined in Claim 4.35.
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Proof. Claim 4.36 and 4.37 give ∥R∥ ≤ O
(
n2M1r

)
and ∆ ≥ Ω

(
G

1−o(1)
min /M2

)
> 0. Therefore by

Lemma 4.28, the low-energy spectrum of Ĥ matches that of ĤS modulo some negligible error. To
be specific, ∣∣∣λk(Ĥ) − λk(ĤS)

∣∣∣ ≤ ∥R∥ ≤ O
(
n2M1r

)
(4.8)

for every k ∈ {0, 1, . . . , 2n − 1}. Recall that Claim 4.35 says
∥∥∥ĤS −W (H + cI)W †

∥∥∥ ≤ O
(
n2M1r

)
.

Applying Weyl’s inequality (Lemma 4.27) it converts to∣∣∣λk(ĤS) − (λk(H) + c)
∣∣∣ ≤ O

(
n2M1r

)
. (4.9)

Here we used the fact that the spectrum of W (H + cI)W † is that of H shifted by c since W is
unitary. The claim follows from Eq. 4.8 and 4.9.

Claim 4.39. ∥∥∥∥e−iHt −W †PSe
−i(Ĥ−cI)tW

∥∥∥∥ ≤ O
(
n3(M1rt)3/2

)
.

Proof. Claim 4.36 gives ∥R∥ ≤ O
(
n2M1r

)
. Therefore by Lemma 4.30 we have∥∥∥∥PSe

−iĤtPS − e−iĤS t
∥∥∥∥ ≤ O

(
(∥R∥t)3/2

)
= O

(
n3(M1rt)3/2

)
.

Plug the bound
∥∥∥ĤS −W (H + cI)W †

∥∥∥ ≤ O
(
n2M1r

)
from Claim 4.35 into Lemma 4.29:∥∥∥∥e−iĤS t − e−ictWe−iHtW †

∥∥∥∥ =
∥∥∥∥e−iĤS t − e−i(W (H+cI)W †)t

∥∥∥∥ ≤ O
(
n2M1rt

)
.

Note that we can eliminate c in Eq. 4.7 by replacing Ĥ with Ĥ − c. Finally, let us determine
G⋆:

• Claim 4.37 requires Gmin ≥ (n2M1M2)1+δ for some δ > 0.

• To conclude the proof of (ii) from Eq. 4.7, we straightforwardly need n2M1r ≪ ε1. Recall
that r := 1√

G
1−ε(w)
min

from Claim 4.34, which can be satisfied if Gmin ≥
(
n2M1
ε1

)2+δ
for some

δ > 0 depending on w.

• Similar to the above, we need n3(M1rt)3/2 ≪ ε1 to prove (iii), which can be satisfied if

Gmin ≥
(
n4M2

1 t
2

ε
4/3
1

)1+δ
.

Therefore we can always choose G⋆ such that G⋆ ≤ poly(n,M1,M2, 1/ε1, t) since G⋆ ≤ GminM1.
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