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Tensor network contraction is a powerful computational tool in quantum many-
body physics, quantum information and quantum chemistry. The complexity of
contracting a tensor network is thought to mainly depend on its entanglement
properties, as reflected by the Schmidt rank across bipartite cuts. Here, we study
how the complexity of tensor-network contraction depends on a different notion
of quantumness, namely, the sign structure of its entries. We tackle this question
rigorously by investigating the complexity of contracting tensor networks whose
entries have a positive bias.

We show that for intermediate bond dimension d 2 n, a small positive mean
value 2 1/d of the tensor entries already dramatically decreases the computa-
tional complexity of approximately contracting random tensor networks, enabling
a quasi-polynomial time algorithm for arbitrary 1/poly(n) multiplicative approx-
imation. At the same time exactly contracting such tensor networks remains
#P-hard, like for the zero-mean case [HHEG20]. The mean value 1/d matches
the phase transition point observed in [CJHS24]. Our proof makes use of Barvi-
nok’s method for approximate counting and the technique of mapping random
instances to statistical mechanical models. We further consider the worst-case
complexity of approximate contraction of positive tensor networks, where all en-
tries are non-negative. We first give a simple proof showing that a multiplicative
approximation with error exponentially close to one is at least StogMA-hard.
We then show that when considering additive error in the matrix 1-norm, the con-
traction of positive tensor network is BPP-complete. This result compares to
Arad and Landau’s [AL10] result, which shows that for general tensor networks,
approximate contraction up to matrix 2-norm additive error is BQP-complete.

Our work thus identifies new parameter regimes in terms of the positivity of
the tensor entries in which tensor networks can be (nearly) efficiently contracted.
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Tensor network contraction is a powerful computational tool for studying quantum informa-
tion and quantum many-body systems. It is widely used in estimating ground state proper-
ties [Whi93, Whi92, MVC07, VC21], approximating partition functions [EV15, ZXC*10], sim-
ulating evolution of quantum circuits [MS08, PGN ™17, HZN"20], as well as decoding for quan-
tum error correcting codes [FP14, BSV14]. Mathematically, a tensor network T := T(G, M)
on a graph G = (V, E) can be interpreted as an edge labeling model. Each edge can be labeled
by one of d different colors, where d is called the bond dimension. Each vertex v is associated
with a function M), called tensor, whose value depends on the labels of edges adjacent to v.




The tensor M can be represented as a vector by enumerating its values with respect to
various edge labeling. For any edge labeling ¢, denote the value (entry) of the tensor M ] by

MCM. The contraction value of tensor network is defined to be

X(T)= > M (1)

edge labeling ¢ veV

In applications of tensor networks, the contraction value represents the quantities of interest
and the goal of tensor-network contraction algorithms is to compute the contraction value to
high precision.

It is therefore a fundamental question to determine when x(7") can be computed efficiently.
Despite the practical and foundational importance of this question, unfortunately most rig-
orous results show that tensor network contraction is extremely hard, with very few tractable
cases known, that is, cases for which a (quasi-)polynomial time algorithm exists. Specifi-
cally, it is well-known that computing x(7') exactly is #P-hard [SWVCO07] and therefore
intractable in the worst case. The hardness can be further strengthened to the average case,
where Haferkamp et al. [HHEG20] showed that even for random tensor networks on a 2D lat-
tice, computing x(7") exactly remains #P-hard for typical instances. There, the randomness
is modeled by sampling the entries of the tensor network iid. from a Gaussian distribution
with zero mean and unit variance. Conversely, (quasi-)polynomial time algorithms are only
known for restricted cases, like tensor networks on simple graphs of small tree-width [MS08],
for example 1D line or tree; or for restrictive symmetric tensor network [PR17] where each

entry is very close to 1, which requires that Ve, v, |MCM -1 <0.35/(A+ 1), where A is the
maximum degree of the graph. Besides, for tensor networks with uniformly gapped parent
Hamiltonians, (quasi)-polynomial time algorithm is known for computing local expectation
values [SBE17].

But while efficient and provably correct tensor-network contraction algorithms are rare, for
many many-body physics applications, state-of-the-art numerical algorithms achieve desired
accuracy in practice [Oril9, Ban23]. To obtain a better understanding of when and why such
heuristics work, it is important to identify new tractable cases in tensor network contraction.
With this goal in mind, a recent line of work suggests an interesting direction, namely, that
the sign structure of the tensor entries influences the entanglement and therefore affects the
the complexity of tensor network contraction [GC22, CJHS24]. In particular, it has been
observed that there is a sharp phase transition in the entanglement thus the complexity of
approximating random tensor networks, when the mean of the entries is shifted from zero to
positive [GC22, CJHS24].

1.1 Main results and technical highlights

In this work, we rigorously investigate the impact of sign structure on the complexity of
tensor network contraction in various regimes. We mainly focus on the contraction of the
physically motivated 2D tensor networks, which are widely used as ground state ansatzes for
local Hamiltonians [Corl6, VHCV16] (Projected Entangled Pair States) and for the simulation
of quantum circuits [GLX19].

Recall that for random 2D tensor network whose entry has zero mean, the exact contraction
is #P-hard [HHEG20]. We first show that a positive bias does not decrease the complexity
of the exact contraction:




Theorem 1 (Informal version of Theorem 25). The ezact contraction of random 2D tensor
network whose entries are iid. sampled from a Gaussian distribution with positive mean and
unit variance remains #P-hard.

While Theorem 1 indicates the exact contraction remains hard, our main result is proving
that a small positive mean significantly decreases the computational complexity of multi-
plicative approximation, enabling a quasi-polynomial time algorithm. This provides rigorous
evidence that the sign structure of the tensor entries influences the contraction complexity,
as observed and conjectured in previous works [GC22, CJHS24]. In particular, we show that

Theorem 2 (Informal version of Theorem 15). For random 2D tensor network with inter-
mediate bond dimension d 2 n, where the entries are iid. sampled from Gaussian distribution
with mean p 2 1/d and unit variance, there exists a quasi-polynomial time algorithm which
with high probability approzimates the contraction value up to arbitrary 1/poly multiplicative
error.

Here a 2 b means that a scales at least as fast as b.

While it is expected that tensor network contraction becomes easier when all entries are
positive so that there is no sign problem, our result is much more fine-grained than this belief
since our tensor network is only slightly positive, that is, a significant portion of the tensor
entries are still negative. In particular, note that the mean value > 1/d is far less than the
unit variance of the tensor entries. Compared to previous work [PR17] which shows that
tensor-networks whose all entries are close to 1 can be contracted using Barvinok’s method,!
our result allows the entries to have significant fluctuations and to be a mixture of positive and
negative values. We also note that the threshold value 2 1/d matches the phase transition
point predicted in [CJHS24]? with respect to the entanglement-based contraction algorithm.
The fact that two different methods (our algorithm and the entanglement-based algorithm)
admit the same threshold might indicate that there is a genuine phase transition in the com-
plexity of tensor network contraction at this point. The requirement of d 2 n on the bond
dimension in Theorem 2 is due to the fact that certain concentration effects set in at d ~ n.
One may wonder then whether the intermediate bond dimension and the nonzero mean make
the mean contraction value p"d*" (attained when all entries in the tensor network take the
mean value p1) a precise guess for the contraction value, that is x(7) = p"d**(1 + 1/poly(n)).
This is not the case since a simple lower bound shows that the second moment of x (T)/(u"d*")
is at least 2. In comparison, our algorithm can achieve an arbitrary 1/poly(n) multiplicative
error in quasi-polynomial runtime; recall Theorem 2. Besides, although Theorem 2 is for-
mulated for random 2D tensor networks, the proposed algorithm is well-defined and runs in
quasi-polynomial time for an arbitrary graph G of constant degree, which may inspire new
heuristic algorithms for general tensor networks.

Besides studying the average case complexity for approximating slightly positive tensor
networks, we also investigate the complexity of approximating (fully) positive tensor networks,
where all the entries are positive. Approximate contraction of positive tensor network is
directly related to approximate counting, we give a simple proof to show that

'More precisely for 2D tensor network, it requires that Ve, v, |Mc[”] -1/ <0.35/(44 1) =0.07.

2To clarify, [CJHS24] draws each tensor from a Haar random distribution. If one does the same calculation
for drawing each entry from Gaussian random distribution, the predicted phase transition point will also be
approximately 1/d.




Theorem 3 (Informal version of Theorem 31). 1/poly(n) multiplicative approzimation of
positive tensor network is StoqMA -hard. The StoqMA -hard remains even if we relaz the
multiplicative error from 1/poly(n) to a value exponentially close to one.

Here, StogMA is the complexity class whose canonical complete problem is to decide the
ground energy for stoquastic Hamiltonians [BBT06].

In addition to multiplicative approximation, we also investigate the impact of sign in the
hardness of tensor network contraction w.r.t. certain additive error. In particular, previously
Arad and Landau [AL10] showed that approximating the contraction value w.r.t. the matrix
2-norm additive error is equivalent to quantum computation, that is BQP-complete. In
contrast, we prove that if the tensor network is positive, where all entries are non-negative,
then approximating the contraction value w.r.t matrix 1-norm additive error is equivalent to
classical computation, that is BPP-complete.

Theorem 4 (Informal version of Theorem 27). Given a positive tensor network T := T (G, M)
on a constant-degree graph G. Given an arbitrary order of the vertexr {v},, one can view each
tensor MY as a matriz O by specifying the in-edges and out-edges. It is BPP-complete
to estimate x(T) with additive error ey, for Ay = [, |O"||1 and € = 1/poly(n).

Technically [AL10] simulates general matrix multiplication by quantum circuits. In The-
orem 4 we simulate non-negative matrix multiplication by random walks.

Technical highlights. Our main technical contribution is to show that a small mean value
dramatically decreases the complexity of approximate contraction. Our result significantly
extends the regime in which efficient approximate contraction algorithms for tensor networks
are known. This is formalized and proved in Theorem 2. The algorithm in Theorem 2 differs
from commonly used numerical algorithms for tensor network contraction, which are based
on the truncation of singular value decomposition and whose performance is determined by
entanglement properties [Has07, ALVV17]. Instead, for Theorem 2 we use Barvinok’s method
from approximate counting. This method has previously been used for approximating the
permanent, the hafnian [Barl6a, Barl6b] and partition functions [Barl4, PR17].

At a high level, Barvinok’s method interprets the contraction value x(7') as a polynomial
G(z) where G(1) = x(T'), and uses Taylor expansion of In G(z) at z = 0 to get an additive error
approximation of In G(1), thus an multiplicative approximation of x(7'). The key technical
part of applying Barvinok’s method to different tasks is proving the corresponding G(z) is
root-free in the disk centered at 0 with radius slightly larger than 1, which ensures that In G(z)
is analytic in this disk. Denote this disk as B. Previously Patel and Regts [PR17] had applied
Barvinok’s method to symmetric tensor networks where all the entries are close to 1 within
error 0.35/5 = 0.07, by proving that G(z) is root-free in B. Our setting allows entries to have
significant fluctuations, thus the root-free proof in [PR17] does not apply. We circumvent this
problem using the following two ideas:

e Root-free strip inspired from approximating random permanent. Instead of applying
Barvinok’s method directly and proving G(z) is root-free in the disk B, we apply a
variant of Barvinok’s method used for approximating random permanents by Eldar and
Mehraban [EM18]. There, the idea is to use Jensen’s formula to find a root-free strip
connecting 0 and 1. The advantage of this variant is that it allows for a constant number
of zeros in the unit disk B as long as there is a root-free path of some width connecting 0




and 1. We notice that this method from approximating permanent can also be applied
to random tensor networks. In particular, using Jensen’s formula [EM18], the number
of roots in B can be bounded by estimating the second moment E|h(2)|?, where h(z) is
a rescaled version of G(z), and F denotes the expectation value over the randomness of
the tensor network. Besides, compared to [EM18], in our setting we use a different and
much simpler method to find the root-free strip.

e Mapping random instance to statistical mechanical model. Since we are working on
random tensor networks, the technique used by Eldar and Mehraban [EM18] to bound
E|h(z)|? for random permanents fails entirely. To bound E|h(z)|? for random tensor
networks, we adapt a technique of mapping random instances to a classical statistical
mechanical model (statmech model). This technique has been used in the physics liter-
ature to study phase transitions in random tensor networks [YLFC22, LC21, HNQ™16]
and random circuits [BCA20, BBA21].

Although in general such mapping and the properties of the statmech model like its
partition function are hard to analyze, and heuristic approximations are needed in many
related literature, we notice that in our application the statmech model is simple enough
to obtain a rigorous result. In particular, we show that E|h(z)|? is proportional to
the partition function of a 2D Ising model with magnetic field parameterized by z.
Then we further use the finite-size variant of the Onsager solution of the 2D Ising
model [Kaud9, Maj66] to get a decent estimate of E|h(z)|? for relevant ranges of z,
allowing the Barvinok method to be applied.

1.2 Conclusions and open problems

We investigate how the contraction complexity of tensor networks depends on the sign struc-
ture of the tensor entries. For random tensor networks in 2D, we show that there is a quasi-
polynomial time approximation algorithm if the entries are drawn with a small nonzero mean
and intermediate bond dimension. At the same time, exactly computing the contraction value
in this setting remains #P-hard. Our work thus provides rigorous evidence for the observa-
tions [GC22, CJHS24] that shifting the mean by a small amount away from zero dramatically
decreases the contraction complexity. Compared to [PR17] which similarly uses Barvinok
method but requires all entries to be close to 1, our setting allows significant fluctuations in
the entries and greatly extends the known region where (quasi-)polynomial time average-case
contraction algorithms exist. While it is expected that tensor network contraction becomes
easier when all entries are positive, our result suggests that even for slightly positive tensor
networks, one can still utilize the sign structure to obtain a (quasi-)efficient algorithm. More-
over, [CJHS24] observed that the standard entanglement-based contraction algorithm starts
working at p > 1/d. We show that a completely different rigorous Barvinok-based algorithm
also starts working at p = 1/d. This might indicate that there is a genuine phase transition
in the complexity of tensor-network contraction happening here.

Indeed, we also assess the worst-case complexity of approximating fully positive tensor
networks. Specifically, we prove that approximating the contraction value of positive tensor
networks multiplicative error close to unity is StoqMA-hard. But when requiring only an
inverse polynomial additive error in matrix 1-norm there exists an efficient classical algorithm.

Our work initiates the rigorous study of how the computational difficulty of contracting




tensor networks depends on the sign structure of the tensor entries. If one views the hardness
of contraction as a function of mean value and bond dimension, while we identify a new
tractable region, there are many open questions left.

e First, while our approximation algorithm based on Barvinok’s method works for typical
instances, it remains an open question to what extent a positive bias can ease practical
tensor network contraction. It would therefore be interesting to understand whether
our algorithm or variations of it can aid in practically interesting cases.

e Moreover, our current proof works for intermediate bond dimension but not for constant
bond dimension. Potentially, techniques like cluster expansion [MH21, HPR19] may
be used to design new contraction algorithm for constant bond dimension, proving a
correspondent of Theorem 4 for that setting. It might be worth mentioning that a direct
application of cluster expansion does not work, where one can prove the expansion series
is not absolutely convergent. More refined techniques are thus required.

e Finally, although current numerical algorithms have poor performance for zero-mean
tensor network contraction, there is no known rigorous complexity result to establish
the hardness of approximate contraction.

In the context of approximating fully positive tensor networks, it would be interesting to
see whether there exists an efficient classical algorithm that can achieve the same (2-norm)
precision as a quantum computer for positive tensor networks, or whether there is a room for
quantum advantage even for positive tensor networks.?

1.3 Structure of the manuscript

The structure of this manuscript is as follows. In Section 2 we define notations and tensor
networks. In Section 3 we review Barvinok’s method and its variant. In section 4 we adapt
Barvinok’s method to tensor network contraction. In Section 5 we give a quasi-polynomial
time algorithm for approximating random 2D tensor networks with small mean and interme-
diate bond dimension. In Section 6 we prove the results concerning approximating positive
tensor networks.

2 Notation and tensor networks

In this section, we introduce necessary notations and definitions for tensor networks.
Notation. We use [k] for {0,1,...,k — 1}. We use Z to denote its complex conjugate. For
v € C and € € R, we say © approximates v with e-multiplicative error if |[v — 9| < €|v|. For
x € {£1}", we use |z| to denote the number of —1 in 2. We use J;; for the delta function,
where 6;; = 1 if i = j and equals 0 otherwise.

For a matrix A € C**!, the matrix p-norm is defined as

| Az
[Allp == sup £
2£0,z0€R? ”me

3We acknowledge Zeph Landau for raising this question.




The 2-norm || Al|2 is known as the spectral norm. The 1-norm equals to the maximum of the
absolute column sum, that is
S
Al = |-
4l = max >~ 14,
=1
For pu,0 € R, we use X ~ Ngr(u,0?) to denote that the random variable X is sampled
from the Gaussian distribution with mean p and standard derivation . For p € C, we use

R(p), (1) € R to denote the real and imaginary part of u, i.e. p = R(u) + I(p)i. We use
X ~ N¢ (u,az) if

o2

R ) ~ N (R0, 5 ) 900 ~ N (36005 )

Tensors and tensor networks. A tensor N of rank k and bond dimension d is an array of d¥
complex numbers which is indexed by Nj, j, .., where ig takes values from [d] for 1 < s < k.
We call the complex numbers in the array the entries of the tensor N. We use N to denote
the tensor obtained by complex conjugating every entry of N. For two tensors N and M with
the same rank and bond dimension, the addition N + M is a new tensor obtained by addition
of the two arrays. For convenience, in the rest of the paper we assume that all the indices
have the same dimension d.* We will always assume d = O(poly(n)).

A tensor network T := T(G, M) is described by an n-vertex graph G = (V, F) and a set
of tensors on vertices, denoted as M = {M [”]}U. More specifically, on each vertex v of degree
k, there is a tensor M [Vl of rank ky, where the indices 71, ..., %, correspond to k, edges. One
can interpret [d] as d different colors, and i, € [d] represents that we label the corresponding
edge with color is. Denote this edge labeling as ¢ : E — [d]Fl, we write MC[U] = MY

21 :~~~7iku :
With an arbitrary ordering of edges, we can conceive of the labeling ¢ as a vector ¢ € [d]‘E l
The contraction value of tensor network is then defined to be

X(T)= > ] Ml 3)

CG[d]‘E‘ veV

Product and contraction. Besides Eq. (3), another equivalent way of defining the contraction
value of tensor network x(7') is via a graphical representation, which is more intuitive and
will be used in the proofs. As in Figure 1 (a), for a tensor of rank k, we represent it as a
vertex with k£ edges. We term such edges which connect to only one vertex free edges.

With this graphical representation, we introduce two operations on tensors. Consider a
tensor MW of rank k, with free edges indexed by i1, ..., %k, and another tensor M 2) of rank
[, with free edges indexed by j1,...,j;. We use Figure 1 (b) to represent the product of
MM M®@ | that is a new tensor M) @ M@ of rank k 4 [ and with free edges indexed by
U1,y 03 J1s - - -, J1, Where

2150yl J 1501 Lyeers®e ™ 10l

4This is not a restriction, since we can just take d to be the maximum dimension of all indices in the tensor
network, and introduce dummy dimensions elsewhere.
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Figure 1: Tensor and operations on tensors. (a) A rank-k tensor. (b) The product of a rank-k and a rank-I
tensor. (c) Contracting two tensors by identifying edges i1 and j;. (d) Contracting two free edges in the
same tensor. (e) A special tensor which can be factorized into a product of rank-1 tensors. (f) If all tensors
have a factorized structure, then the contraction value of tensor network can be computed by contracting
the rank-1 tensors.

The product operation can be generalized to multiple tensors recursively,
MO @M@ o M® oM. = ((MV e M) e M®) e M®) ... (5)

One can check that the order of this recursion does not change the final tensor.

Another operation which defines a new tensor is contraction, that is, connecting different
tensors by identifying a free edge of one tensor with a free edge of another tensor and summing
over that index. Starting from the two tensors M) and M@ contracting the indices i; and

j1 results in a new tensor P of rank k + [ — 2, with free edges indexed by o, ..., 4k, j2,- .., ji,
where
_ (1) (2)
Pissinivewiit = 22 Mpdy i Mpi (6)
feld)

Graphically, this operation is represented by joining the two contracted edges, see Figure 1
(c).

One can also contract two free edges in the same tensor. Consider the contraction of the
indices i1, 5 of M), Figure 1 (d) represents a new tensor @ of rank k — 2 and with free edges
13, ...,%4 where

1
Qis,....ix = Z Ms(,s),ig,...,ik‘ (7)

s€[d]

The contraction operations can be generalized to contracting multiple pairs of edges by con-
tracting the pairs one by one. Note that the order of contraction does not change the final
tensor.

One can check that given a tensor network 7' = T'(G, M), the contraction value of tensor
network defined by Eq. (3) is equal to the value obtained when contracting @, M vl by
identifying the free edges according to the edges of G.

For any vertex v, use N(v) for the vertices adjacent to v in G.




Example 5. Here we give an example of how the graphical representation simplifies the
computation of the contraction value. Consider a case in which each MY has a factorized
structure, that is, there exist vectors a("®) € C? for w € N (v) such that

MP = ® ),
weN (v)

equivalently the entry
MY, = I e
weN (v)
Then M can be represented by a product of |N(v)| tensors as shown in Figure 1 (e). As

a consequence, one can check that in this special case computing x(T) is easy: as in Figure
1 (f), one can write x(T) in a factorized way, where each edge (v,w) contributes a factor

(@) a®@)) =3 el el as follows:

xX(T) = > I (8)

all edge labeling ¢ v

= I @, al. (9)

edges (v, w)

2D tensor network. We call a tensor network T' = T(G, M) a 2D tensor network if the
graph G is a 2D lattice. We assume the lattice has size L1 X Lo with n = L; X Lo, and
satisfies periodic boundary conditions, that is can be mapped onto a torus. The periodic
boundary condition is mainly to ease the analysis. In particular, every vertex has degree 4.
For simplicity, we assume that Lo is even.

e For p > 0, we define a 2D (u,n,d)-Gaussian tensor network T(G, M) as an n-vertex
2D tensor network with bond dimension d, where the entries of every tensor MY are
iid. sampled from the complex Gaussian distribution N¢(u, 1), i.e.

v iid.
(M[ ])i17i27i3,i4 ~ NC(M? 1)' (10)

e For technical reasons, for z € C we also define the 2D (z,n, d)-shifted-Gaussian tensor
network T'(G, M), which is an n-vertex 2D tensor network with bond dimension d: For

every vertex v, Let (Al); ;) bl N (0, 1), the entries of M are defined to be
(M"Y iy inia =14 2+ (A s (11)
We write the tensor M as
MWl = gl 4 5 Al (12)
where JI¥ is a tensor whose entries are all 1. Note that J[¥l has a factorized structure
JE=11,... 1%

We abbreviate the 2D (z, n, d)-shifted-Gaussian tensor network T'(G, M) as Ts(z) where
A= {Aly,.

10



3 Barvinok's method and its variant

In this section we review Barvinok’s method, which was first developed by Barvinok [Barl6a,
Barl6b], and is a general method for approximate counting. It has been applied to approxi-
mating permanents [EM18], hafnians [Barl6a, Barl6b] and partition functions [Barl4, PR17].
In particular, Barvinok’s method was applied to contracting symmetric tensor networks
where all entries are very close to 1 [PR17]. Our setting allows the entries having sig-
nificant fluctuations where the standard Barvinok’s method fails. Instead our algorithm
builds from a special variant of Barvinok’s method used in approximating random perma-
nents [EM18], which we summarize below. All Lemmas and Theorems quoted here are proven
in [Barl6a, Barl6b, EM18].

Roughly speaking, the idea of Barvinok’s method is to approximate an analytic function
via its Taylor series around 0. The performance of this approximation depends on the location
of the roots of the analytic function.

Consider a polynomial G(z) of degree n, where G(z) # 0 for z on a simply connected
open area containing 0 in the complex plain. We choose the branch of the complex logarithm,
denoted as In, such that In G(0) is real. Define F'(z) := In G(z). In our application, G(1) will
encode the contraction value of tensor network. An additive approximation of F'(1) will give
a multiplicative approximation to G(1). For r,w > 0, we use B(r) C C to denote the the disk
of radius 7 centered at 0, and use 7 (re®, w) to denote the strip of width w around the line
between 0 and re?, that is

B(r):={zeC| |z| <r},
T(re® w) ={z€C| —w<Rze™) <r+w, [I(ze”™)] <w}.

The following lemma quantifies the approximation error incurred by approximating F'(z) using
a root-free disk of G(z).

Lemma 6 (Approximation using a root-free disk, see the proof of Lemma 1.2 in [Barl6b]).
Let G(2) be a polynomial of degree n and suppose G(z) # 0 for all |z| < n where n > 1. Let
F(z) = InG(z). Then F(z) is analytic for |z| < 1. Moreover, consider a degree m Taylor
approximation of F(z),

" OFF(2) %
P,.(2) == F(0) +k§::1 N (13)
Then, for all |z| <1,
|F(2) = Pu(2)| < - (14)

Recall that additive approximation of F'(z) implies multiplicative approximation of G(z).
To translate Lemma 6 into an efficient algorithm, one further needs to efficiently compute
the first few derivatives of F. Barvinok shows that the derivatives of F' can be efficiently
computed using the derivatives of G.

Lemma 7 ([Barl6a]). Let G(z) be a polynomial of degree n and G(z) # 0. If one can compute
the first | derivatives of G(z) at z = 0 in time t(n), then one can compute the first | derivatives
of F(2) :=InG(2) at z = 0 in time O(I*t(n)).

11



Lemma 6 implies that the Taylor series at z = 0 gives a good approximation to F(z) =
In G(z), as long as G(z) is root-free in a disk centered at 0 that contains z. Lemma 6 can be
generalized to the case in which G(z) is allowed to have roots in the disk, but instead there
exists a root-free strip from 0 to z. The main idea in this generalization is to construct a new
polynomial ¢(z) which embeds the disk into a strip. Given such ¢, we can then approximate
G(¢(z)) using the approximation via a root-free disk, since G(¢(z)) is guaranteed to be root
free in a disk of some radius. Furthermore, we can still use this approximation to estimate
G(1), which will encode our quantity of interest.

Lemma 8 (Embedding a disk into a strip, Lemma 8.1 in [Barl6a]). For 0 < p < 1, define

=

a:a(p):l—e*i 77_77(/))_11__6_1>17 (15)

— — 1 s oc=o(p) = Ka—kan

K=K(p)=|(147) 7| 214 o= (=3 and (16)
1 & (az)¥

6 = gz = - 3 2L (17)
k=1

Then ¢(z) is a polynomial of degree K such that ¢(0) = 0,¢(1) = 1, and embeds the disk of
radius 1 into the strip of width 2p, i.e.,

—p < R(P(2)) <1+ 2p and |I(P(2))| < 2p provided |z| < n. (18)

Corollary 9 (Approximation using a root-free strip). Let G(z) be a polynomial of degree n
and suppose there exists a constant p € (0,1) such that G(z) # 0 for all z in the strip T (1,2p).
Define n, K, ¢(z) as in Lemma 8 where n > 1. Let

F(z) =InG(¢(2)).

Then F(z) is analytic for |z| < 1. Moreover, consider a degree m Taylor approzimation of

F(2),

" ORF(2) P
Pn(z)=F(0 —— =0~ 19
(= F O+ 3 T oy (19)
Then, for all |z| <1,
nk

[F(2) = P(2)] < (20)

(m+Dnpm(n—1)
Proof. Recall that n > 1. By Lemma 8 and the assumption that G(z) # 0 for all z in T (1, 2p),
we have for any |z| < n, G(¢(2)) # 0. Note that G(¢(2)) is a polynomial in z of degree nk.
Then use Lemma 6 w.r.t G(¢(z)) and F(z) :=InG(¢(z)) we prove the Corollary. O

In the above Lemmas, we have assumed G(z) is a fixed polynomial, and the performance
of the Taylor expansion of F(z) depends on the location of roots of G(z). When G4(z) are
random polynomials indexed by randomness A, [EM18] illustrates a way of using Jensen’s
formula to estimate the expectation of the number of roots.

12



For convenience of later usage, in the following we use the notation h4(z) for polynomials
instead of G 4(z). In later applications h4(z) will be a rescaled version of G 4(z). By Lemma
11 [EM18] connects the expected number of roots in a disk to the second moment of h 4.

Definition 10 (Average Sensitivity [EM18]). Let ha(z) be a random polynomial where A is
sampled from some random ensembles and h4(0) # 0. For any real number r > 0, the stability
of ha(z) at point r is defined as

[ha(re)?
k = _ 21
n(r) = EgEx [ OE (21)
where Ey[-] = 9220[-]—32 is the expectation over 0 from a uniform distribution over [0,27), and

E 4 is the expectation over the randomness of A.

Lemma 11 (Proposition 8 [EM18]). Let ha(z) be a random polynomial where A is sampled
from some random ensemble and h(0) # 0. Let Na(r) be the number of roots of ha(z) inside
B(r), and 0 < X\ < 1/2. Then,

Ea[Na(r —r\)] < % I o (7). (22)

Lemma 11 bounds the expectation value of the number of roots in B(r). In later sections,
we will apply Lemma 11 to show that our polynomial of interest has very few roots in the
disk. This will allow us to find a root-free strip with high probability. For completeness, we
provide a proof of Lemma 11 in Appendix B.

4 Tensor network contraction algorithm from Barvinok’'s method

We are now ready to present our algorithm for approximate tensor network contraction. The
algorithm is based on Barvinok’s method and takes the following inputs

e A tensor network T' = T(G, M), where G = (V,E) is a graph comprising n = |V]|
vertices and has constant degree k.

e A precision parameter € € (0, 1].

The goal is to approximate x(7') with e-multiplicative error. In order to achieve this, we will
choose the following parameters that will enter the algorithm appropriately.

e A set of non-zero complex values {j,}yeq. We will choose p,, to be the mean value of
the entries of the tensor M at vertex v € V.

e A complex value zg,q # 0.

e A real value 0 < p < 1. This value will determine the width of the strip 7(1,2p) in the
complex plane.

The algorithm we describe in this section is well-defined for an arbitrary tensor network.
In Section 5 we will apply this algorithm to random 2D tensor network whose entries have a
small positive bias and show that it succeeds with high probability.

13



4.1 The polynomial

To apply Barvinok’s method in Corollary 9, we map the contraction value of tensor network
to a polynomial as follows. For each vertex v, with some abuse of notations, we use J ] to
represent the tensor by substituting all entries in M by 1. We define

Al = (st — gy 2L (23)
In other word,
p M = gl Al (24)

Eq. (24) states that we intepret the normalized version of M ] as the all-one tensor J[YI
interpolated by AlY). We note that we allow zenq to be much larger than 1.

Since the contraction value of T(G, {M[},) equals [], i times the contraction value of
the normalized tensor network T(G, {u; ' M["},), without loss of generality, from now on we
assume that the tensor network has been normalized and

M) gl g Al (25)

If we substitute zepq with a variable z in Eq. (25) for each tensor M M, we will obtain
a family of new tensor networks, denoted by T'4(z). The contraction value x(7T'4(z)) is a
degree-n polynomial in z. Denoting this polynomial as g4(z), we have

gA(Z) = X(TA<2))7 0<2< zend (26)
gA(Zend) = X(TA(zend)) = X(T) (27)

Recall that 0 < p < 1. Define the polynomial ¢(z) as in Lemma 8. For convenience of
applying Barvinok’s method, we also define G 4(z) by rescaling g(z),

Ga(z) = ga(z zeng), 0<z<1. (28)
Fi(z) = InGa(o(2)). (29)

F4(z) will be analytic in the disk B(1) if Ga(z) is root-free in the strip 7(1,2p).

4.2 Computing the derivatives of g4

We first note that the first few derivatives of g4(z) can be computed efficiently.

Lemma 12. For any integer m, the first m derivatives {gI(f) (0) }k=0,....m can be computed in
time O(m?2d"mn™+1).

87;;‘522) the tensor network which is obtained

Proof. For any subset S C V, we denote by
by substituting the tensor M with Al at every vertex v € S. Using the product rule of
derivatives and induction on k, one can check that

Ogaz) _ Ty (8TA<Z>) e (30)

k
0z SCV[Sl=k oS
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In particular, note that when z = 0, by the definition of 8%‘5(0), for any vertex w & S, the
o

corresponding tensor at w in

MW= gl . gkl = gl

As in Example 5 and Figure 1 (f), we can decompose each tensor Jl = [1,...,1]®% as a
product of x all-one vectors [1,...,1]. Then the graphical representation of %ém consists
of many disconnected sub-graphs, where each sub-graph has at most |S| < m vertices. The

contraction value X(a%g(o)) is the product of the contraction value of each subgraph, and

can be computed in time n - O(d""m). Here n is an upper bound of the number of sub-
graphs, and O(d"™m) is the cost of directly contracting an m vertices subgraph of a tensor

network on degree-x graph. Thus by Eq. (30) for any k < m, ggc) (0) can be computed in time

-----

time O(m2d"mn™*1). O

In later proofs we will set m = O (In (n/€)). When d = poly(n) and € = O(1/poly(n)), the
cost O(m2d*™n™*1) of computing the m-th derivative is then quasi-polynomial.
Using Lemma 12 one can efficiently compute the first few derivatives of Fa(z).

Lemma 13. Assume that p is a constant. Then for any integer m, the first m derivatives of
{Ff(‘k)(())}?:1 can be computed in time

O (m4d”“nnm+1 + m6) .

Proof. By Lemma 12 and the definition of G 4(z), the first m derivatives {G(f) (0)}pr, can
be computed in time O(m2d*"n™*!). Besides, from Lemma 8 and the assumption that p
in the definition of ¢ is a constant, ¢(z) is a polynomial of degree K where K = K(p) is
a constant, thus the first m derivatives {¢*)(0)}72, can be computed in time O(m). Thus
by Lemma 35 in Appendix B, one can compute the the first m derivatives of the composite
function G4(¢(2)) at z = 0 in time

O(m2d~™n™ 1 +m?).

Note that K is a constant and G 4(¢(z)) is a polynomial of degree nK. Then by Lemma 7,
we can compute the first m derivatives FXC) (0) in time

O (m4d“mnm+1 + mﬁ) )

4.3 The algorithm and its performance

Our goal is to approximate In G4(1) = In G4(¢(1)) with respect to an additive error, which
will give a multiplicative approximation to G4(1) = x(T"). The algorithm is just computing
the derivatives and P, (z) in Corollary 9, that is Algorithm 1.
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Algorithm 1 Barvinok(G 4, m, p)
: Let Fa(z) :==InGa(¢(2)) with ¢ = ¢, as defined in Eq. (17).

1
2: Compute the first m derivatives {Ff(‘k)(O)}Z;O of F4 using Lemma 13.
3: Compute P, (1) == F(0) + > 1, FXQ) (0)% )

4: Return ¢(T) := ePm(D),

Algorithm 1 returns a good approximation of x(7') with multiplicative error € if G 4(z) is
root-free in 7(1,2p) and we set m = O(In(n/¢)).

Theorem 14. Let 0 < p < 1 be a constant. If Ga(z) # 0 for any z in strip T(1,2p), then
for any €, Algorithm 1 runs in time

O <m4d”mnm+1 + mﬁ) )

Choosing m = O(In(n/e)), Algorithm 1 outputs a value X(T') that approzimates x(T') with
e-multiplicative error. That is

IX(T) = x(T)] < e|x(T)]-
Proof. As in Corollary 9 and Lemma 8, we define two constants 7, K from p. Set
S In(enK/e) —In(n — 1)
Inn

= O(In(n/e)). (31)

Define the polynomial P,,(z) as in Corollary 9. Applying Corollary 9 to the functions
GA(z), Fa(z), we have for |z| <1,

[Fa(2) = Pu(2)] < e/e. (32)
One can check that |e* — 1| < e|x| for complex x where |z| < 1. Thus for any |z| <1,
|ef'a(z) _ ePm(2)] = |Fa(2)| . |1 — ePm(2)=Fa(2)| (33)
< |efal)) . e e/e. (34)
= et (3)
Note that
X(T) = x(Ta(zena)) = 4. (36)
Since
R(T) = P, (37)
Eq. (35) implies,
IX(T) = X(T) < e IX(T)]- (38)

The runtime of the algorithm is the time for computing the polynomial P, (1), which is
dominated by the time for computing Fl(qk) (0) for k =1,...,m. By Lemma 13 we can compute
the the first m derivatives Fék)(O) in time

@) (m4d“mnm+1 + m6>
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5 Approximating random PEPS with positive mean

In this section, we apply Algorithm 1 to the task of approximating the contraction value of
2D tensor networks. We show that the algorithm succeeds with high probability if the tensors
are drawn randomly with vanishing positive mean and intermediate bond dimension d > nc™!
for constant ¢. The formal statement of the result is as follows.

Theorem 15. Suppose d > nc™! for some constant c. Let \ be an arbitrary small constant
satisfying 0 < A\ < min{1/80,e73¢/80}. Let € € (0,1] be a precision parameter. Suppose

1 1

> -
F=aa—2n

Then there is an algorithm A which runs in time

O (m4d4mnm+1 + mﬁ) for m = O(ln(n/e)),

such that with probability at least % + 21—5 over the randomness of the 2D (u,n,d)-Gaussian
tensor network T, it outputs a value X(T') that approxzimates x(T) with e-multiplicative error.
That is

IX(T) = x(T)| < e|x(T)]-
Note that if a random variable X ~ Ng(u, 1) with g > 0, then iX ~ Ne(1, ﬁ) That is
1 1
“X =1+-Y for Y ~Ng(0,1).
[ [

Thus approximating 2D (u,n, d)-Gaussian tensor networks with multiplicative error can be
reduced to approximating 2D (z,n, d)-shifted-Gaussian tensor networks for z = %

In other words, to prove Theorem 15 it suffices to show that one can approximate 2D
(z,n, d)-shifted-Gaussian tensor networks T4 (z) for 0 < z < d- (1 — 2)), where

<d-(1-2)\)

==

2y =
gives the contraction value, that is x(T") = p" - x(Ta(24)).

5.1 Specify parameters in the algorithm

We use the algorithm 1 in Section 4 to prove Theorem 15. Recall that A is a parameter in
Theorem 15. We specify the parameters in the input of the algorithm as:

e x = 4 since the degree of a 2D lattice of periodic boundary condition is 4.
o i, =1forallvedgdG.

® Zepg=d- (1 —2M\).

°p= 4(%’\;/\) for the strip 7(1,2p).

The key Lemma for proving Theorem 15 is showing that G 4(z) has no roots in 7 (1,2p)
with high probability. We use the same notations ga(z), Ga(z) as defined in Section 4.
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Lemma 16 (Root-free strip). With probability at least % + 2—15 over the randomness of A,
G A(2) has no roots in T (1,2p).

Before proving Lemma 16 we first prove that Theorem 14 and Lemma 16 together imply

Theorem 15.

Proof of Theorem 15. By Lemma 16 with probability at least % + % over the randomness of
A, Ga(z) #0 for z € T(1,2p). Then we prove Theorem 15 by Theorem 14. O

Rescaling polynomials. Recall that,

ga(z) = x(Ta(2)), for 0 <z <d-(1—2)\) (39)
Ga(z) = x(Ta(z-d-(1—=2X0))), for 0 <z < 1. (40)

For convenience, we also define
ha(z) = x(Ta(zd)), for 0 <z <1-—2A. (41)
Then Lemma 16 is equivalent to

Lemma 17 (Root-free strip). With probability at least % + 2—15 over the randomness of A,
ha(z) has no roots in T (1 — 2\, w) for w = wA*/2.

The following Sections are used to prove Lemma 17. In Section 5.2 we review the 2D
Ising model. In Section 5.3 we map the random 2D tensor network to the 2D Ising model.
In Section 5.4 we analyze the partition function of the 2D Ising model and use it to find the
root-free strip. Finally in Section 5.5 we prove the exact contraction of random 2D tensor
network with positive mean remains #P-hard.

5.2 2D Ising model
This section is a review of the 2D Ising model. Let L1 and Lo be two integers where
n = L1 X LQ.

For simplicity we assume Lo is even. Consider an Ly X Lo 2D lattice with periodic boundary
conditions, meaning that the lattice can be embedded onto a torus. We assume the periodic
boundary condition to simplify the analysis.

Denote the lattice as G = (V, E) and let n := |V|. At each vertex v, there is a spin which
takes a value s, € {—1,41}. The Hamiltonian (or energy function) of the 2D Ising model is
defined to be the function H mapping a spin configuration s := {s, },ecy to its energy

H(37J7Q> :_j Z Svsw_gzsvv (42)

(v,w)EE veV

where J € R is the pair-wise interaction strength and ¢ € R quantifies the strength of an
external magnetic field. The partition function at inverse temperature 5 is defined as

Z(8,T,00= Y. exp(—BH(s,J,0)) (43)
se{£1}n
= Z H exp(BT svSw) - H exp(Bosy) (44)
se{£1}" (v,w)EE veV
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It is well known that when there is no external magnetic field, that is ¢ = 0, the partition
function of the 2D Ising model with periodic boundary has a closed form. In the thermo-
dynamic limit, this formula is known as Onsager’s solution [Ons44]. For a finite-size lattice,
a refined formula has been given by Kaufman [Kau49], which is summarized in Lemma 18.
There is no closed form formula for the partition function Z(j3, 7, ¢) when o # 0.

Lemma 18 ([Kau49]). The partition function of the 2D Ising model on an Ly x Lo lattice
with periodic boundary conditions and zero magnetic fields is given by

Lo
Z(8,7,0) :% (2sinh 25j)L1L2/2 « {H <2 cosh ’)/27-> + H (2 sinh 72r> (45)

r=1

+ H (2 cosh —Vgr 1) + H (2 Slnh 72r 1)} (46)

r=1
where for j =1,...,2Lo, we define

coshy; == cosh2H™ - cosh23J — sinh2H" - sinh 257 - cos(jm/L2), (47)
tanh H* == exp(—28J). (48)
Notice that Eq. (47) does not specify the sign of ;. Since here we are only interested in

an upper bound of Z(8,7,0), we can just assume that ~; has a positive sign.®

5.3 Mapping random tensor networks to the Ising model

In this section, we estimate E4|h4(z)|? by mapping it to the partition function of a 2D Ising

model. To this end, observe that choosing 3, J such that exp(3J) = d? and exp(—BJ) =
dvd, we can write

Z(B,J,0)= > R(s (49)

se{£1}"

in terms of a function

R(s) = H Tow(S), (50)
with weights

Fo(s) = {d\/g, if sy # Sy, (51)

d?, if s, = sy.

We then show the following lemma.

For readers who are interested in numerically verifying Lemma 18, the sign of v; influences the value of
sinh &L+, and thus the value of Z(8, 7,0). The sign of ~; is explained in Remark 15 and Figure 3 of [Kau49]:
v; > 0 for all j # 2n; but 2, is negative if 8J < H., and is non-negative if 3J > H., where H. is the critical
point which is approximately 0.4407. A remark is [Kau49] denotes our 72, as 7o.
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Lemma 19. For z € C, |z| > 0, set 8,J, 0 in the 2D Ising model to satisfy

Ind

/BJZTv Bo=1In|z|. (52)
Then we have that over the randomness of A, we have that
Ealha(z)* = d™/?|2"2(8,7, 0) (53)
= Y R(s)z)M. (54)
se{£1}n

Note that in Lemma 19, the 2D Ising model has a non-zero magnetic field ¢ # 0, thus the
closed form formula for 2D Ising model without magnetic fields (Lemma 18) does not directly
apply.

In the remainder of this section, we prove Lemma 19. Here we use the techniques of
mapping random instances to classical statistical mechanical models, which are widely used
in the physics literature for studying phase transitions [BCA20, SRN19, YLFC22, LC21]. This
section will heavily use the graphical representations of tensor networks, which was explained
in Section 2.

Recall that in the 2D tensor network T4 (zd), for each vertex v, the tensor M can be
written as

MW= gl 4 zq. Al (55)

In the following Lemma 20, we first compute the expectation of the product of tensor M
and its conjugate, that is MY @ M. Evaluating this average will allow us to compute

Ealha(2)|?, since ha(z) - ha(z) is the product of two 2D tensor networks where, for each

vertex we can pair the tensors as M) @ M as we will explain in detail in the proof of
Lemma 19.

Lemma 20. Define the delta tensor T to be a tensor of rank 2 with free edges i,i' and bond
dimension d, where (T‘S)W = 0. As in Figure 2, we have

E4 {A[”] ® m} =TT T’ T = (T5)®4, (56)
Ea [MP @ MUI| = JM @ g1 4 [22(@"/2 - 7%)%4, (57)

where in Figure 2 (a) we use O to represent the vertex for a delta tensor T9, and in Figure 2
(b) we use o to represent the vertex for the tensor [1,1,1...,1].
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Figure 2: (a) The expectation of the product of Al*! and its conjugate is a product of delta tensors. (b)
The expectation of the product M @ Ml decomposes into a linear combination of delta tensors and a
product of rank-1 tensors.

Proof. As in Figure 2 (a), we label the free edges of the first copy of Al by 4,4,k 1, and
the free edges of the second copy by ', j/,k’,I’. By definition, all entries of A"l are sampled
independently from AN¢(0,1). Thus, we have that

(Ba [V & 4P = Biir - 071+ Oy~ Oy, (58)

ikl 5 kT

which proves Eq. (56). To prove Eq. (57), it suffices to notice that

MU= g0l 4 2q . AW (59)
Eq[J¥ @ AM] = B, [AM @ JF]] = 0. (60)
0
Su Sw
._ 1 1 J— 3
WP T e e e
— —o oo
= = q2
— —o oo

ha(2) - Toa(2) s pap = L Pd =&
(a) (b)

Figure 3: (a) Pair the tensors Ml and its conjugate in Ealga(z)|?. (b) The tensors with respect to edge
(v,w) in T'(s). From top to button, the value of (s,, s,,) are (1,—1),(1,1), (=1, —1) respectively.

Proof of Lemma 19. As in Figure 3 (a), ha(z)-ha(z) is the product of two 2D tensor network,
where for each vertex v, we can pair the tensors as M @ M. By Lemma 20 we know that

NI = By (M @ MPI| = g0 @ g1 4 [22(@V/2 - 7%)%4, (61)

Define a new 2D tensor network T'(N) where at each vertex v the tensor is N*/. Notice that
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Ealha(2)]? = x(T(N)) since

EA!hA(Z)\2—EA( > HMC[“]> ( > HMﬂ) (62)

CG[d]‘E‘ veV CE[d]‘El veV

= Y [ Ea (M“”@W)Cc, (63)

c,cle[d]\EI veV
= X(T(N)). (64)

We map x(T'(N)) to the partition function of the 2D Ising model as follows. For any
configuration s := {s, }yev, sy € {£1}, construct a new 2D tensor network 7'(s) as follows:

e If s, =1 we set the tensor on v to be J @ JlI:
o If 5, = —1 we set the tensor on v to be (d'/?.7T9)®4,

As in the top figure in Figure 3 (b), for an edge (v, w), if (sy,8,) = (1,—1), then the edge
(v,w) contributes a scalar factor as d3 to T'(s), which is the contraction value of the tensor
J @ J and the tensor (dY/2 - T%)®4. Similarly, as in Figure 3 (b), if (sy,54) = (1,1) or
(—1,—1), the edge (v,w) contributes a scalar factor as d?. Thus

one can check that the contraction value of T'(s) is given by R(s).

With an arbitrary ordering of the n vertices, we write the configuration s = {s,},ecy as a
vector s € {£1}". Based on Eq. (61), one can compute x(T'(N)) by expanding N*!, that is
for any configuration s,

e We use s, =1 to represent choosing J bl @ Jlvl,
o We use s, = —1 for |z|? - (d'/2 - T9)®4,
Then define |s| to be the number of —1 in s, we have

XT(N) = 3 X(T())=PH = 3 R(s)l= (65)

se{x1}n se{x1}n
One can check that setting 57 = % and So = In|z|, for any s € {+1}", we have

d™/2|2|" exp(—BH (s, T, 0)) = R(s)|z[**l. (66)

5.4 Finding a root-free strip

In this section, we show that one can efficiently find a root-free strip with high probability.
In particular, we will bound E4[|ha(z)|?] and use Lemma 11.

Recall that we consider a 2D lattice with periodic boundary conditions, where the 2D
lattice has size n = Ly X Ly and Lo is even. The 2D Ising model and R(s) are defined in
Section 5.2.

The exact formula for the partition function Z(5,7,0) in Lemma 18 is intimidating.
We upper bound Z(5,J,0) by a simpler formula. Then we will use this formula to bound
Eallha(2)[?]

22



Lemma 21 (Bound on the partition function with no magnetic field). If 57 = 1/4-Ind and
d > 3, we have that
n n 3\"
20 < 2(6,7,0) < 2a% (14 3) (67)

Proof. Here we use the same notation as in Lemma 18. By the definition of the partition
function, and the fact that there are 2n edges in the 2D square lattice with periodic boundary
conditions, we have

Z(B,7,0) > > [ exp(BTsps0) = 2d"2. (68)
$=00..0 or 11...1 (v,w)€E
Now, note that we can rewrite the definitions in Lemma 18, for any j as
2coshy; = cosh2H™ - 2cosh 287 - (1 — accos(jm/L2)),, (69)
where « = tanh 2H* - tanh 287 € (0,1). Since Lo is even, we have

Lo Ly/2

T1(1 — avcos(2rn/La)) = [] (1 — avcos(2rm/La)) <1 ~ accos(2(r + L;)W/Lg) (70)
r=1 r=1
La/2

= H (1 —acos(2rm/Ls)) (1 4+ acos(2rm/La)) (71)

r=1
Ly/2

= H (1 —a? COSQ(QTW/LQ)) (72)

r=1
<1. (73)

By the definition of cosh, 2cosh kx < (2coshz)* for any = and any integer k > 0, we have
that

; . L1/2
2 Ll 2
H (2 cosh 27%) < (H 2 cosh ’}/QT> (74)

r=1 r=1

r=1

L Ly/2
= (cosh2H™ - 2 cosh 25j)L1L2/2 (H(l — CKCOS(QT'W/LQ))) (75)

< (cosh 2H* - 2 cosh 287 ) 152/2 (76)

where the second equality comes from Eq. (69) and the last inequality comes from Eq. (73).
Similarly we can get the same upper bound for

Lo L Lo L Lo I
2 cosh —~9,_ d 2sinh — 2sinh —~9,-1 | .
g( COos 9 Y2r 1>, an 711( S B ’m);E( sim B Yor 1)

where we get the bound for the last two terms by |sinh 2| < cosh z. Besides, from tanh H* =
exp(—26J) we have

exp(268J)+1  Vd+1

exp(2H ):exp(mj)—l_\/a_l (77)
. 1(Vd+1 Vd-1 3
cosh 2H _2<\/&_1+\/&+1>§1+d’ for d > 3. (78)
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We estimate

2sinh 287 = Vd — \}g < V. (79)
2cosh 287 = Vd + \}g (80)

Thus by Lemma 18, we finally conclude that
Z(ﬂ,j,0)<1-d2-4-(1+3>gd2(1+1>g (81)

2 d d
< 2d2 (1 + 2)n (82)
O
Using Lemma 21 we can now estimate Y, R(s).
Lemma 22.

S R(s) < 2d(1 + g)n (83)

se{x1}n

Proof. Since the 2D lattice we consider has n vertices and satisfies the periodic boundary
condition, there are in total 2n edges. Set z = 1,87 = 1/4 -Ind, Sp = In|z| = 0, (that is
0 =0). By Lemma 19 and Lemma 21 we have that

3 n
> R(s)=d™?*2(8,7,0) < 2d*" (1 + ) : (84)
d
se{x1}
O

Then we estimate E4|ha(2)|? for small z and for z < 1. For completeness we also give a
lower bound on E4|ha(2)|? in Lemma 23 (c). (c) will not be used in other proofs.
Lemma 23. Let ¢ and p be two constants where 0 < p < 1. Assume d > nc=. We have

(a) For |z| < p, Ealha(2)]? < d*™(1 + 2p%e3°).

(b) For |z| <1, Ezlha(2)|?> < d* - 2e%.

(c) For any z, Ezlha(2)|? > d*(1 + I(’%f)”

Proof. Note that when s =0...0, R(s) = d*™. For (a), since |z| < p, by Lemma 19 we have

Ealha(z)? =d" - 1z2°+ > R(s)|z* (85)
se{x1}n:|s|>1
<d"+p° > R(s) (86)
se{£1}"
< d' + p? - 24" (1 + Z) (87)
< d*™(1+ 2p%e*). (88)
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where the second inequality comes from |z| < p < 1 and R(s) > 0,Vs; the third inequality
comes from Lemma 22; and the last inequality comes from d > n - ¢~ .
For (b), by Lemma 19 and Lemma 22 we have for |z| <1,

Ealha(z)?< > R(s)-1 (89)
se{x1}n
An 3\"
<d"2(1+5 (90)
< din.2¢e (91)

For (c), note that for |s| = k, since there are at most 4k edges (v, w) in R(s) which take
values 7., (s) = dv/d, we must have R(s) > d4”/\/&4k. Thus

Ealha(z)P =% > R(s)le]*. (92)

k=0 se{£1}":|s|=k

Recall that N4(r) is the number of roots of h4(z) inside the disk B(r). With Lemma 23,
we can estimate N4 (r) by using Lemma 11.

Corollary 24. Suppose d > nc™! for some constant c. Let X be an arbitrary small constant
satisfying 0 < A < min{1/80,e73¢/80}. We have

1
Pra|Na)=0 & Na(l-2) < 5| >4/5 (95)
Proof. Note that
ha(0) = d*".
We have
EAINAN)] < EA[Na (2X —2X-\/2)] (96)
1 |ha(2) - e?))?
< “InEByE 5 L 97
B YO e
1
<1+ 8\2e3°) (98)
< 8\- €3 (99)

where the first inequality comes from the fact that the disk of radius 2\ — 2\ - A\/2 contains
the disk of radius A; the second inequality comes from Lemma 11; and the third inequality
comes from Lemma 23 (a) by setting p = 2.
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Similarly from Lemma 11 and Lemma 23 (b) we get

1 [ha(e”)?
Es[NA(1—-XN)] < —InEyEx——% 100
A [Na( )]_2)\n 0 A]hA(O)P (100)
1

< — . In(2e%). 101
< o5 In(2e) (101)

Then by Markov inequality, we have
Pra[Na(A) > 1] < Es[Na(M)] (102)
<8\ -e* (103)

1
< . 104
1
Pra|Na(l=24) 2| < A Ea[Na(1 =) (105)
< A/2-1n(2e%) (106)
1
< —. 107
< (107)
Then we get the desired result by a union bound. O
Finally we prove Lemma 17.
Proof of Lemma 17. Let

M:=1/)3, 6:=2rx/M, w:=n\/2. (108)

For simplicity we assume that 1/) is an integer. Consider the disk B(1 — \), that is the disk
centered at 0 and of radius 1 — A. As in Figure 4, we divide B(1 — \) into M disjoint circular
sectors, where for each sector the central angle is #. Insider each sector which is indexed by
k € [M], we consider a strip of width w, that is

Tro=T((1 —2)\)e™ w).
Note that since sinxz > x/2 for 0 < z < 7/3, we have
Asin (0/2) > M\0/4 = 72?2 = w. (109)

Thus all the M strips {T;}2L, are disjoint outside B(\). Besides, one can check that the end
part of the strip 7 is inside the k-th sector by noticing

0§)x§1/80:>(1—2)\)tangzw.

Denote Syooq as the set of tensors A which have no roots in the disk of radius A and few
roots in the disk of radius 1 — A:

1
Sgood ={A: Na(\)=0& Na(1-2) < ﬁ}'

26



By Corollary 24, we know that
Pra[A € Sy00d) > 4/5. (110)

In the following we argue that Sy,,q can be further partitioned into disjoint subsets, where in
each subset, with probability at least (1 — A) over the randomness of A there are no roots in
T(1—2\w).

To this end, first we observe that for any k € [M], by the definition of h4(-), we have

hgiro 4(2) = ha(e™02). (111)

Note that %2 is just a rotation of z in the complex plane. By the rotational symmetry of
disks, the roots of hire 4(2) = ha(e*?z) are simply rotated compared to the roots of hs(z).
Thus if A € Syo0q, then so is eh0 A,

Next, we partition Sgeeq into disjoint subsets in the way that A, A’ are in the same subset
iff there exists k& € [M] such that A’ = e**A. For convenience, for each subset we fix an
arbitrary A as the representative and write the subset as

Spood(A) = {e* Ak € [M]}.

By the definition of Sgoeq, for any A € Sgopq, there are no roots in B(A) and there are at
most 1/A2 roots in B(1 — \). Since the M tubes {7;}}  are disjoint outside B()), there is at

2
most a 1/7)‘ = A fraction of the M tubes which contains roots of h4(z). Further, recall that

hyiro 4(2) = ha(e™?2),

and thus the tube Ty with respect to to e”*? A corresponds to the tube 7; with respect to A.
Hence, there is at most a A fraction of A" € Sgoeq(A) such that the corresponding strip 7o
contains roots of h4(z).

0/2 T i0

Figure 4: The radius of the small disk and the big disk is A and 1 — X\ respectively. We divide the big disk
B(1 — A) into M circular sectors. In each sector we choose a strip of width w. The first strip T starts

from —w and ends at 1 — 2\ 4+ w. Other strips are rotations of 7. All the strips are disjoint outside the
small disk B(A).
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In summary, we conclude that the fraction of A such that there are no roots in 7 (1—2X, w)
is greater than

SIS

(1) >

Jr%.

e~ w

5.5 #P-hardness of exact contraction

Finally we prove that the exact contraction of the random 2D tensor network with a positive
mean remains #P-hard. The proof is a simple adaption of Theorem 1 and Theorem 3 in
[HHEG20]. For completeness, we put a proof in Appendix A.

To make the statement rigorous, here we consider the finite precision approximation of
the Gaussian distribution, denoted as N'¢(p,02), where each sample can be represented by
finite bits instead of being an arbitrary real or complex number. For example here we set
the Nc(i,0?) to be the distribution where each sample z ~ N'¢(u, 02) is obtained by: firstly
sample y according to Gaussian distribution Nc(u, 02), then set z to be the value by rounding
y to n? bits. N¢(u,0?) behaves similarly as Mg (i, 0%) but makes the statements of exact
contraction and proofs more rigorous.

Accordingly, we consider finite precision 2D (u,n,d)-Gaussian tensor network instead of
2D (1, n,d)-Gaussian tensor network, where we substitute N¢ (i, 02) by Ne(u, 0?).

Theorem 25 (#P-hard). For any p € [0,poly(n)], n > 25 and d = O(poly(n)), if there
exists an algorithm A which runs in poly(n) time and with probability at least % + % over
the randomness of the finite precision 2D (u,n,d)-Gaussian tensor network T, it outputs the
exact value of x(T'), then there exists an algorithm which runs in randomized poly(n) time

and solves #P-complete problems.

6 Approximating arbitrary positive tensor networks

In previous sections we have considered approximating random tensor networks. In this
section we move to the task of contracting a fixed tensor network.

For a general tensor network 7" = T'(G, M), computing the contraction value x(T") ezactly
is known to be #P-hard [SWVCO07]. On the other hand, Arad and Landau [AL10] proved
that approzimating x(T') up to an inverse polynomial additive error in the matrix 2-norm is
BQP-complete.

In this section, we focus on positive tensor network T = T(G,M). These are defined
by tensors {M [”]}U the entries of which are all non-negative. The main part of this section
will establish that when 7" is a positive tensor network, approximating x(7") up to an inverse
polynomial additive error in the matrix 1-norm is BPP-complete. Then, in Section 6.4
we give a short proof showing that approximating positive tensor network with inverse-poly
multiplicative error is at least StogMA-hard. Section 6.4 is self-contained and can be read
independently. We first review the swallowing algorithm for tensor network contraction. Then
we explain Arad and Landau’s BQP-completeness result and our BPP-completeness
result, which are both based on the swallowing algorithm.
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6.1 A swallowing algorithm and notations

Recall that in Section 2 we have introduced two operations on tensor networks, taking their
product and contraction. Given a tensor network 7' = T(G, M), the swallowing algorithm
(Algorithm 2) is a standard method to exactly compute the contraction value x(7), by con-
tracting edges of tensors {M [“]}U according to the graph G = (V, E).

Algorithm 2 The swallowing algorithm

1: Given an ordering of vertex vy,...,v, of G.
2: Set i + 1. Set the current tensor A[i] to be the tensor M which can be pictured as
one vertex and some free edges as in Figure 1 (a).
3: while i <n do > Adding tensor MY+l to AJi]
if M1l and A[i] share edges in G then
Construct a new tensor A[i + 1] by contraction, i.e. identifying the shared edges
and summing over the corresponding indices.
else
M i+1) and A[i] has no common edge.
Then A[i + 1] is defined as the product M+l @ A[i].
end if
10: 1+ 1+1
11: end while
12: return x(7) < A[n]

High level ideas for Arad and Landau’s result and our result. Let us first describe Arad and
Landau’s result at a high level before writing down formal statements with heavy notations.
As in Figure 5, given an arbitrary ordering to the vertices, for every vertex v;, we implicitly
partition the free edges of Ml into input and output edges. With respect to this partition of
in-edges and out-edges, one can write MVl as a matrix denoted as M¥ilimout - Ag in Algorithm
2, the contraction value of the tensor network is then given by sequentially mapping the in-
edges to out-edges, which can be represented by the matrix multiplication [ [, M [ilinout o1,
where 5. denotes the free edges other than the input edges in A[i — 1]. Arad and Landau’s
result shows that this matrix multiplication can be simulated by a quantum circuit through
embedding each matrix M ilin0ut into a unitary, where the embedding is done by adding an
ancillary qubit. Our result is, when every M [Vilinout ig 4 positive matrix, instead of embedding
it into a unitary, we embed the positive matrix into a stochastic matrix and simulate positive
matrix multiplication with a random walk.

To explain Arad and Landau’s result formally, we define more notation which is used in
the swallowing algorithm. This notation is adapted from [AL10].
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Figure 5: F; is the edges connecting {v1, ...,v;—1} and {v;, ..., v, }. The edges attached to v; are partitioned
into the in-edges K; and out-edges L;. When contracting the tensor M [Vl we map the in-edges to out-
edges. The edges in F; but not in K; are called J;.

As in Figure 5, define
[ ] Sz = {’Ul,.. . 7'Ui}~

e [} is the set of edges which connect S;_1 and V/S;_;. F; are the free edges in tensor
Ali — 1)

e K is the set of edges which connects S;_; and v;. K; are the edges being contracted
when contracting A[i — 1] and M. Note that K; = (.

e J; = F;/K;, which are the free edges in both A[i — 1] and A[é]. J; = 0.

e [; is the set of edges of v; which are not in K;. In other words, L; are the new free
edges introduced by adding tensor M to Afi — 1].

Denote edges in K; as {eli, ... ,eﬁéi‘}. Denote edges in J; and L; similarly. With some
abuse of notations, we use eXi to denote both the name of the edge and the colors in [d] that
the edge efi takes.

In the following, we explain that the update from tensors A[i — 1] to A[i] can be written
as matrix multiplication. More specifically:

e First note that A[i] can be viewed as a column vector consisting of d!¥i+1! entries, where
the entries are indexed by the free edges of A[i], that is

Fip1n =K1 UJig1 = L U J;.

More specifically, write this vector as |A[i]) € Cdmﬂl, then for edges in J;, L; taking
S

J; Ji L L; L
colors as ej’, .. e L where e2i, e, € [d], we define
J; Ji Li Li {411\ — Al
<61 e L O Ly A[Z]> o A[z]efi7---78\J}i|vefi7---,effz~|' (112)

e Note that M can be viewed as a matrix: When adding M to Afi — 1] in Line 5 of
Algorithm 2, we contract the free edges in K; and introducing new free edges L;. One
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can view M as a mapping from cdil o Cd‘L”, denoted as MilKiL

written as a matrix of size dFil x dl¥il where

L; L;
(el

i which can be

Ml ok x (113)
Li‘,el ,...,G‘K”

K; K; _ [vi]
e L>~"7€KLZ-> =M

i
€15

In particular, since K1 = 0, M [vlKiLi ig a column vector in C?™'. For convenience,
define |A[0]) to be a scalar,
|A[0]) == 1.

Denote I, as the identity operator on the indices with respect to edges in J;.

e One can check that the updates from A[i — 1] to A[i] can be written as matrix multipli-
cation, that is for i = 1,...,n,

|A[i]) = Iy, @ MWL Al —1]) (114)

in the sense that

J; J; L; L; .

<ell,...,e|ji|,ell,...,elLZZ_| A[z]>

_ Li Li [wil| Ki K; K; K J; Ji .

= E <e1 ,...,e‘Li‘M €1 € ) (e G L € Ali—1]).
K; K;
oLt

(115)

In particular, |A[n]) is a scalar which equals to the contraction value. Thus we have

|A[n]) = ﬁ I, @ MWL — (), (116)
=1

To ease notations we define the swallowing operator as

oWl .= 1; @ MKl (117)

6.2 BPP-completeness of additive-error approximation

According to the discussion in the previous section, one can compute x(7") exactly by updating
|Ali]) according to Eq. (114). It is well known that computing x(7") exactly is #P-hard even
for a constant degree graph (G, thus one cannot efficiently perform the exact version of the
update Eq. (114). However, interestingly [AL10] showed that one can approximately perform
the update efficiently using a quantum computer, where the approximation refers to an inverse
polynomial additive error in the 2-norm of the tensors.

Theorem 26 (Additive 2-norm approximation of tensor networks [AL10]). Let G = (V, E)
be an n-vertex graph of constant degree. Let T(G, M) be a tensor network on G with bond
dimension d = O(poly(n)). The following approzimation problem is BQP-complete: Given
as input
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e a tensor network T(G, M), and a precision parameter € = 1/poly(n), and

e an ordering of the vertices v1, ..., vy, and the corresponding swallowing operators Ol
defined in Eq. (117),

output a complex number X(T) such that

Pr(Ix(T) = x(T)| < €Az) = 3/4, (118)
where
Ay =[] |OM]],. (119)
i=1

Note that by Eq. (117), both the 2-norm || - |2 and 1-norm of || - ||; of Ol equal to the
corresponding norm of MVilKiLi,

We prove that if the tensor network T is a positive tensor network, then instead of using
a quantum computer, we can approximate the update Eq. (114) efficiently using a classical
computer, where the approximation refers to an inverse polynomial additive error in the
matrix 1-norm of the matrices Ol

Theorem 27 (Additive 1-norm approximation of positive tensor networks). Let G = (V, E)
be an n-vertex graph of constant degree. Let T(G, M) be a positive tensor network on G with
bond dimension d = O(poly(n)). The following approximation problem is BPP-complete:
Given as input

e a positive tensor network T(G, M), and a precision parameter € = 1/poly(n), and

e an ordering of vertices vi,...,v,, and the corresponding swallowing operators Ol de-
fined in Eq. (117),

output a complex number X(T') such that

Pr(Ix(T) = X(T)| < eAr) = 3/4, (120)
where
Ap =[] 10", (121)
=1

6.3 Proof of Theorem 27

The proof of the BPP-hardness part for Theorem 27 is similar to Section 4.2 in [AL10].
For completeness we give a proof sketch in Appendix C. In the following we prove the “inside
BPP” part of Theorem 27, that is, we provide an efficient classical algorithm that achieves
Eq. (120). The main idea of the algorithm is to simulate non-negative matrix multiplication
via a stochastic process.

We say that a matrix is non-negative if all of its entries are non-negative. We first give a
lemma which extends a non-negative matrix to a stochastic matrix.
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mxn

Lemma 28. Let M # 0 be a non-negative matriz, that is M € Ry Then there exists
N e R;’B‘X” such that N is a stochastic matria®, and L— is the first m rows of N.

1M1
Proof. Since ||M|}y = maxi<j<n > jvq |M;j|, thus for each column, the column sum of ||J\]\4/[||1
lies in [0, 1], thus one can embed % as the first m rows in a stochastic matrix V. O

Before we state the BPP algorithm, we recall some notations. Recall that we have defined
Fi,Ji,Ki,Li,A[i],M[”i]KiLi in Section 6.1 and Figure 5. To ease notation, we abbreviate
MWilKiLi g Vvl Since we are working with positive tensor network, M is a non-negative
matrix and the entries are indexed by K;, L;.

Lemma 28 says that we can embed M /|| Mil||; in a stochastic matrix N[ by adding
one ancillary bit, that is N[ is indexed by L; U {w;} and K;, where w; € {0,1} is an index
such that w; = 0 (or 1) refers to the first (or second) d¥l rows of N[, Define

Wi = {U)l, PN ,’wifl}. (122)

We first explain the high level idea of the BPP algorithm, and then give the pseudo code.
The idea of the BPP algorithm in Theorem 27 is to mimic non-negative matrix multiplication
by stochastic methods. From a high level idea, we will embed the vector |A[i]) in a probability
distribution, and embed the matrix M in a stochastic matrix Nl by adding an ancillary
bit. Then the update rule

|A[i +1]) = Ly, © MR AL, (123)

is embedded in applying the stochastic matrix N to the distribution A[i], which can be
simulated by a random walk.
Before writing down the pseudo codes we explain some notations.

e We use |k), to represent the (ordered) coloring k € [d]l%] of the edges in K. When
K = 0 we view |k); as empty, that is writing down nothing. Similarly for [7) ;, |w)y, .

e We will use s; to denote a computational basis whose distribution embed the vector
Ali —1].

e Recall that the free edges of A[i — 1] are F; = K; U J;. Also recall that F;y; = J; U L;.

The pseudo codes are stated as Algorithm 3 and Algorithm 4. Their performance is given
in Corollary 30.

Lemma 29. The probability of the Trial algorithm (Algorithm 3) to return “Success” is
X(T)/Ay where Ay =[], ||OW||1. Its runtime is poly(n).

Proof. To ease notation, for a set Q U W where @ is a set of edges of G, and W is a set of
ancillary indices {...,w;,...}, we use

String(Q UW) = [d]'¢ x {0,1}/W

where edges/indices in @ take values in [d], and ancillary indices in W takes values in {0, 1}.

SN is a stochastic matrix iff N is a non-negative matrix, and each column sums to 1.
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Algorithm 3 Trial(T=T(G,M))

11=1,8 = 0.
2: while 7 <n do
3: Interpret s; = [k) i [5) ;. [w)yy,- > Ky =J =W =0.

4: Recall that N[ has rows indexed by L; U{w;}, column indexed by K;.
5 Since N[ is a stochastic matrix, each column of N corresponds to a distribution
over the row index.

6: if i=1 then

7 N1 is a column vector. Denote the distribution according to this column as D.
8: else

9: Denote the distribution according to the k-th column of Nl as D.

10: end if

11: Sample a row index according to D.

12: Denote this row index as [lw') ;1) Where | € [d)/Fil w' € {0,1}.

13: Set sit1 < [0)p, 7)), lww)y, - > N[ maps register K; to L; U {w;}.

14: 741+ 1.
15: end while
16: Interpret s,11 = ]w)vvn+1 > We know L, = J, =0

17: Return Success if w = 00...00, that is the all zero state; otherwise return Fail.

Algorithm 4 Approximating positive tensor network
1: Set K = 10e 2
2: Run the T'rial(T), that is Algorithm 3, for K times.

3: Count the number of Success as #Success.
4: Return x(7T') < W - A as the approximation of x (7).
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Define
S; = Stm‘ng(Li uJ; U Wi+1)7

define |m; 1) as the probability distribution of s;;1, which is a probability distribution over
S;. Note that

|me) =17, ® N where I, =I=1 (124)
|mis1) = 15, @ N ;)
=11 1, @ Nt (125)
h=1
I, ® M[Uh]
= ...0)y. . + additional terms (126)
hl_Il [ a1 tnd ]Iy Wit
‘ O[vh o
H ”O[Uh H ... 0)y,,, T+ additional terms (127)

where Eq. (125) is from Algorithm 3; Eq. (126) is from the definition of N[+l that N[l
embeds M¥l; and the last equality comes from definition of O®sl,

orl = 1; @ Mlvn], (128)
IOl = || a1, (129)
From Eq. (116) we conclude
T
|Tnt1) = Xil) 0...0)y,,, + additional terms (130)

To prove the runtime is poly(n), notice that in Theorem 27 we assume that G is a graph of
constant degree, thus |L;|, | K;| are constants, thus d/%!, d/:l are poly(n) whenever d = poly(n)
and N is a matrix of size poly(n) x poly(n). Thus Line 11 in Algorithm 3 can be done
efficiently. O

Corollary 30. Fort = poly(n) sufficiently large, the output x(T') in Algorithm 4 satisfies
Pr(Ix(T) = X(T)| < eA1) = 3/4 (131)
where Ay = [T, [|OF]|;.

Proof. The proof directly follows from Eq. (130) and Chebyshev’s inequality. Write X; as the
result of the i-th trial, where X; = 1 if the Trial algorithm (Algorithm 3) returns Success and
= 0 otherwise. By Lemma 29, we have

E[Xi] = x(T)/ A1
Besides, note that |x(7")/A1] <1 since it corresponds to a probability, we have

Var(X;)| < E|X;* + |E[X]? < BI1X)* + [x(T)/A* < 2. (132)
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Define X = (X1 + ...+ Xg)/K, we have

T
Bx) = XD, (133)
Ay
Var(X) = ~Var(Xy) < = (134)
ar = g Var(X1) < &
By definition of {(7") in Algorithm 4, use Chebyshev’s inequality we have
T
Pr(() - x| 2 edn) = Pr (X0~ x1 > o) (135)
1
Var(X)
< —a (136)
2
< — 1
- Ke? (137)
=1/5. (138)
O

6.4 StoqMA-hardness of multiplicative-error approximation

In this section, we consider the task of approximating a positive tensor network up to a
multiplicative error. We show that this approximation is StoqMA-hard up to exponentially
close to 100% error.

Theorem 31. Let G = (V,E) be an n-vertex graph of constant degree. Let T(G, M) be
a positive tensor network on G with bond dimension d = poly(n). Consider the following
approximation problem: Given as inputs a tensor network T'(G, M) and a precision parameter
e < 1—exp(—n), output a complex number X(T) such that

Pr(Ix(T) = (T)] < e[x(T)]) = 3/4. (139)

If there exists a poly(n)-time randomized algorithm for solving the above approxzimation prob-
lem, then there exists a poly(n)-time randomized algorithm for solving StogMA with proba-
bility greater than 3/4.

Note that € < 1 — exp(—n) means we allow very large (close to 100%) multiplicative
error. Recall that StogMA is a subclass of QM A which is related to deciding ground energy
for stoquastic Hamiltonians [BBT06]. For our purpose, we use an equivalent definition of
StogMA that makes use of the notion of a stoquastic verifier.

Definition 32 (StoqgMA, from [BBTO06]). A stoquastic verifier is a tuple V= (n,ny, ng, ny, U),
where

e 1 s the number of input bits, n,, is the number of input witness qubits.
e ng is the number of input ancillas |0), ny is the number of input ancillas |+).

o U is a quantum circuit on n + ny + ng + ny qubits with X, CNOT, and Toffoli gates.

36



The acceptance probability of a stoquastic verifier V' on input string x € X" and witness state
[9) € (C?)™ is defined as

Pr(Viz, ) = (| UTweUlthin), (140)
where i) = |z) ® |[¢) @ [0)2™0 @ |4)®"+ (141)
Hout = H‘> <+|1 & Ielse- (142)

A promise problem L = LyesU Ly, C X* belongs to StogMA iff there exists a uniform family
of stoquastic verifier V which uses at most poly(n) qubits and gates, and obeys the following:

o Completeness. If x € Lyes, then there exists 1) such that Pr(V;xz,) > b;
e Soundness. If x € Ly,, then for any |¢) we have Pr(V;z,¢) < a;

where 0 <a <b<1andb—a>1/poly(n).

(| = — ) (+H— —|z) (z] —— — [+ (+1— — =)

T 1
<0|®no U I — u _|0>®no <0|®no I U I — U _‘0>®’ﬂ0
<_|_|®n+ I — _|_|_>®7L+ <+|®’rb+_ I — _‘_|_>®"+

Figure 6: The above figure contains two copies of M,. When connecting the right side of the first M, and
the left side of the second M,,, we get the operator M2. Further connecting the left side of the first M,
and the right side of the second M, by the dashed line, we get tr(M2).

The proof of Theorem 31 is adapted from the folklore proof of QMA C PP, where the
adaption is mainly translating matrix operations (multiplication, trace, etc) to tensor network
operations. We only give a proof sketch here.

Proof of Theorem 31. In this proof we use the notions in Definition 32. Consider a language
L = Lyes U Ly, in StogMA with stoquastic verifier V' in Definition 32. For input z, as
pictured in Figure 6 we define a positive semi-definite Hermitian operator acting on n,, qubits
as

My = (U oueU6), (143)
where |¢) = |z) ® [0)%™° @ [+)¥"+ . (144)

Denote the maximum eigenvalue of M, as Aypax(z). By assumption we have that
o If x € Lyes, then Apax(z) > 0.
o If z € Ly,, then Apax(z) < a.

Since M, is positive semi-definite, then for any & € N we have
o If 2 € Lyes, then tr(MF) > bk

o If z € Ly, then tr(MF) < 2mwaF,
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Recall that € < 1 — exp(—n) is the precision parameter. By the assumption in Theorem 31,
there is a poly(n)-time randomized algorithm A such that with probability at least 3/4, the
algorithm returns

(1 =)D < [R(T)] < (1 + &) Ix(T)]. (145)

To distinguish the yes and no cases, set

1
k:Z(nwln2—|—ln +€> b

We have
2" af (14 ¢) < (1 —e). (146)

Thus one can distinguish whether © € Lyes or © € Ly, by approximating tr(MF) using the
algorithm A.

It remains to explain that ¢tr(MPF) can be represented by a positive tensor network T =
T (G, M) with poly(n) bond dimension, where G is a poly(n)-vertex graph of constant degree.

First notice that similarly as Section C or Section 4.2 in [AL10], one can naturally represent
M, as a tensor network T' = T'(G, M) with poly(n) bond dimension. Since the gates in U are
X, CNOT, and Toffoli, and the ancillas are computational basis or |+), one can check that
T(G, M) is a positive tensor network. Further, since U has poly(n) gates and each gate has
constant number of input qubits and output qubits, we have that G is a poly(n)-vertex graph
of constant degree.

To represent tr(MPF) as a tensor network, as in Figure 6, it suffices to additionally notice
that

 The tensor network for the operator M2 can be represented by putting 2 copies of M,
in a line, then connecting the right side of the first M, and the left side of the second
M,, that is contracting the free edges w.r.t register n,, for the first and second copy.

o Similarly as explained in Eq. (7) in Section 2, if we further connect the left side of the
first M, and the right side of the second M, by the dash line, we get tr(M2).

« The tensor network for the operator tr(MF) can be represented similarly. That is
putting k& copies of M, in a line, and then contracting the free edges w.r.t register n,,
sequentially.

O]
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A #P-hardness of exactly contracting random 2D tensor networks

Here we prove that the exact contraction of the random 2D tensor network with a positive
mean remains #P-hard.

Firstly we prove some properties of standard Gaussian distribution, while the finite preci-
sion Gaussian distribution behaves similarly up to O(exp(—n)) derivation in the error bounds.
Recall that we use X ~ Ng(i,0?) (or X ~ Ngr(p,0?)) to denote that the random variable
X is sampled from the complex (or real) Gaussian distribution with mean p and standard
derivation 0. We use X = (X1, X, ..., X,n) ~ [T, Ne(pi, 02) to denote the random variable
X where each X; is independently sampled from N¢(u;, 02). When ju; = u, Vi, we abbreviate
the notation as X ~ Ng (g, 02)™. For two distribution Dy, Dy, we use || Dy — Dy|| to denote
the total variation distance.

Lemma 33 (Analogy of Lemma 5 in [HHEG20]). 7 For u; € C. It holds that

INE (1, (1 = €)%0®)™ — Ne(u, 02)m|| < 4me (147)
I TT Ve (ui o) = Ne(u o)™ < = (IM pl o — pl) (148)
=1

Proof. Recall that for p € C, we use R(u), I(p) € R for the real and imaginary part of p, that
is ju = (1) + ()i Besides, X ~ Ne(p, 0%) iff R(X) ~ Na(R(n), F), S(X) ~ Ne(S(n), 5 )-

It suffices to notice that

T Ne (i o)™ = Ne(p, o)™l (149)
=1
1 s 1 _l|Eipip 1 =i
=2 i Haraap o e ™7 |denedon 050
T1yTm) |;—1 i =1
1 n 1 Sl el & S -3
=— —————exp oi/V2 L — || ———=exp 2'9/2' |dxy...dx,,
(21,00 g 21 (0 /V/2)? z:l_[l 27(0/2)?
(151)
= | TT Ne(ui — p,07)™ = Ne(0,0%)™ | (152)

"There is a remark on the notation difference. [HHEG20] uses Ne(u, o) to denote Gaussian distribution
with mean value p and standard derivation o. In this manuscript we denote this distribution as N¢(u,o?)
which is the more standard notation.
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Thus by Lemma 5 in [HHEG20], we have

INe(u, (1= €)?0)™ = Ne(p, o)™ = [INe(0, (1 — €)?0?)™ — Ne(0,0)™ (153)
< 2 % 2me (154)
I TT Ne(ui, 0%) = Ne(u, o)™ = | TT Ne(ws — s 0%) = Ne(0,0%)™|] (155)
=1 i=1
1
< 2% — (= pl oA L — ) (156)

where we add a 2x since we are working with N¢ while Lemma 5 in [HHEG20] is with Ng. O

Proof of Theorem 25. The proof follows directly from the proof idea of Theorem 2 in [HHEG20)].
Here we only give a proof sketch.

Firstly [HHEG20, SWVCO07] showed that one can encode any n-variable boolean func-
tion f(z1,...,%,) into a projected entangled-pair states (PEPS) of poly(n) vertices, which
describes an un-normalized state [¢), such that computing (¢|¢)) exactly is equivalent to
computing the value

s(f) = {z € {0,1}": f(z) = 1},

which is #P-complete. One can check that in this case (¢|1)) equals to the contraction value
of a 2D® tensor network of poly(n) vertices, where the 2D tensor network has bond dimension
d = O(poly(n)), and every entry of the tensor network is bounded by a constant. one can
further make the underlying 2D lattice for the 2D tensor network to have periodic boundary
condition, by adding edges connecting boundaries and slightly modify the tensors near the
boundary to make sure the contraction value remains invariant. Denote the final 2D lattice
with periodic boundary condition as G. Denote the final 2D tensor network which encodes
the fixed boolean function f as

(G, (P"),)

where P! is the tensor on vertex v. Note that Pl has d* entries thus (P"!), are described
by in total d* x n entries. For convinience, we assign an arbitrary order to those entries and
denoted them as {pl}fi’{ Recall that by construction we have |p;| < ¢ for constant c.

Theorem 25 is proved by an argument of average to worse case reduction via interpolation.
Here we define the polynomial for the interpolation. Set

1 1
= i oy . 1
‘ mm{4(c+u+1)d4n3’ 2} (157)
k = poly(n) be sufficiently large. (158)
Let S = {ti}ic[x) be the set of k equidistant points in [0, ]. (159)

Recall that 0 < u < poly(n) thus € = 1/poly(n).
We randomly sample a 2D (u,n,d)-Gaussian tensor network T' (G, (Q[“])U). Let t € S,

define a new 2D tensor network T'(t), where for vertex v the tensor R(t)["] is defined as

R =Pl 4 (1 —1)Ql), (160)

8(1|1) is a stack of two PEPS. One can transform it into a 2D tensor network by contracting the stack of
two PEPS via free boundaries of the two PEPS.
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Denote the exact contraction value of T'(t) as ¢(t). Note that ¢(t) is a degree-n polynomial of
t. Besides, from construction we know that computing ¢(1) will solve #P-complete problem.

In the following, we show that if one can compute the exact contraction value of finite
precision 2D Gaussian tensor network with high probability, then we can compute ¢(1) with
high probability by interpolation. More specifically, For input 7'(¢), denote the value returned
by the algorithm A in Theorem 25 as A(t).

() First we prove that since t is small, A(¢) is a good approximation of ¢(¢).
Specifically, define

pi = tp; + (1 — t)u. (161)
By Eq. (160), we know that the entries of (R(t)[”]) are sampled from distribution

d*n
D = [[Ne(ms, (1 - 1)) (162)

=1

Since N¢ approximates N within exponential precision, we know that

d*n
1D — Ne(u, )™ < O(exp(—n)) + || [T Ne(pi, (1 — £)?) = Ne(u, 1)47 (163)
=1
where by Lemma 33 we have
din . din .
I TT Ne (s (1= 8)2) = Ne(u, DT < | T Ne (e (1= 6)2) = Ne (g, (1 1)) %]
i=1 =1

Ve (s (1= 82T = Ne(p, )87

2
< — (- - 4-d*n -t
<4-d'n-(c+pet+4d-dn-e (164)
<4-d'n-(c+p+1)e

1
< (165)

where Eq. (164) comes from the facts that

t<e<1/2, (166)
i — pl = [t(pi — )| < (c+ pe. (167)

Egs. (163)(165) together imply
1
ID — Ne(u )™ < Olexp(-n)) + —. (168)

In other words, for any ¢; € S, the distribution of (R(t)[”]) is almost the same as the finite

v
precision 2D (u,n,d)-Gaussian tensor network. Let n and k& = poly(n) be sufficiently large.
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By Eq. (168) and the assumption of the performance of A we have

Pr(A(t;) =q(t;) > % + % — O(exp(—n)) — 3 > % + > (169)
E|{i : Alts) = q(t)}] > (f; T nlg) K (170)

where in the second inequality F refers to expectation. By Chernouff bound we know that
for sufficiently large k& = poly(n),

k+n
2

Pr (14 Alt) = gt} = 5" ) = 1= exp(-n). (71)

(i1) We then use the following theorem to recover the degree n polynomial ¢(t)

Theorem 34 (Berlekamp-Welch [Mov18]). Let q be a degree-n polynomial over any field F.
Suppose we are given k pairs of elements {(x;,v;) }¥_; with all x; distinct, and with the promise
that y; = q(x;) for at least max(n + 1, (k +n)/2) points. Then, one can recover q exactly in
poly(k,n) deterministic time.

In Theorem 34 let

T =1, (172)
yi = Alt). (173)

Then by Eq. (171) we can recover ¢(t) with probability 1 — exp(—n) in poly(n)-time.

(i77) Finally, we have ¢(t) in hand, which is correct with probability 1 — exp(—n). Since
q(t) is a degree n polynomial, we can easierly compute ¢(1), which solves a #P-complete
problem.

O

B More on Barvinok's method

Proof of Lemma 11. The proof uses Jensen’s formula and follows the idea from [EM18]. Let
Z1,...,%j,... be the roots of ha(z), Jensen’s formula establishes the connection between the
roots in the disk B(r), and the average of In |h4(z)| on the boundary of B(r):

S In— +1In|ha(0)| = Egln [ha(re®)|. (174)

e |l

First notice that

Zln%z S oI (175)

i T gy Al
.
> Y h——— (176)
iy TEA)
>\ Na(r(1 = \). (177)
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where in the last inequality we use In ( 5 = Afor A <1 /2. Thus by Egs. (177)(174), we
have

1 |ha(re”)]

EA[Ng(r —r)N)| < —EgEpgln ———— 178
A[Na(r —rA)] < T EgEaln A (0] (178)

1 |ha(re’)?
= —FyFEsln 179
o B T o )

1 [ha(re”)?
< —mmEyEps——F. 180
ox AT O s
where the last inequality holds since In is a concave function. O

Lemma 35 (Derivatives of composite function). Let G(z) and ¢(z) be two functions satisfying
¢(0) = 0. Let m be an integer. Suppose the first m derivatives {G®(0)}7, and {s™(0)}7,
can be computed in time t(n) where n is a parameter. Then the first m derivatives of the
composite function G(¢(z)) at z =0, denoted as

ak
{MGw(z)) .

can be computed in time t(n) + O(m*).
Proof. For integer k and r, define the Bell polynomial to be

By, (¢(2), 0 (2),...., ¢<k—r+1>(z)>
W\ (6D )\ [g®(z))
_231'12 Tk r+1‘< 1! ) ( 91 ) < o ) (181)

where the summation is

itje+. o 4 jkri=rand j1+2jo+ ...+ (k—r+1)jr_rsr1 = k. (182)

To compute the derivative of the composite function G(¢(z)), we will use the Faa di Bruno’s
formula which states that
ak
—G(o(
0z

- By (61(0),62(0),..., ¢k D(0))  (183)

k
=2
i (61(0), 62(0), ..., 6% (0)). (184)

where the notation G (¢(0)) refers to G (2)|,— #(0) and the last equality comes from ¢(0) =
0. For each By, ,, we define the corresponding partlal ordinary Bell polynomials as

N rl
Bk,r(yly e ,yk,,drl) = EBk,r(xly ey xk7r+1) (185)

where y; = 7. They satisfy the recurrence formula

k—r+1

Brr (- Yheri1) = Y YiBreir1(Y1s - Yhmri1-0)- (186)
=1
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Then after computing the first m derivatives {G*)(0)}7, and {¢®)(0)}7, in time ¢(n),

Algorithm 5 computes By, in time O(K?r). Tt suffices to compute B, for r = 1,...,m since
all lower orders can be computed along the way, which takes total time O(m?*). Therefore,
the first m derivatives of G(4(2)) at z = 0 can be computed in time #(n) + O(m?*). O

Algorithm 5 Compute Bell polynomials [Tag23]

1 Set y; «—x; /i, i=1,...)k—r+1

2: Set 30,0:1, Bi70:0,i:1,...,k—7’

3 forl=1,...,rdo

4: fori=1I,....,k—r+1Ildo

5: Bia(i, - ye—rs1) < S 0 Bijuca (s Yeri1)
6: end for

7: end for

8 Set By (21, .., Tperi1) < L Bir(yr, ., Ynors1)

C BPP-hardness of additive-error approximation (Theorem 27)

In this section, we prove the approximation problem in Theorem 27 is BPP-hard. This proof
is similar to Section 4.2 in [AL10] and here we give a proof sketch.

First we embed classical randomized computations into quantum circuits. Given a param-
eter n, consider a quantum circuit of following form:

e Takes input as |0)” |+)? for p, ¢ = poly(n).

e Applies a sequence of gates Q = Q... Q1, where L = poly(n) and {Q;}; are reversible
gates on constant qubits.

e Measure the first qubit in computational basis.

Denote pg as the probability of getting measurement outcome 0 in the first qubit. Suppose it
is promised that either one of the following holds:

e Yes case: pg > 2/3
e No case: pp < 1/3.

One can check that the problem of given such a circuit, output Yes/No correctly with proba-
bility greater than 2/3 is BPP-hard.” In other word

Claim 36. An algorithm for estimating po with high probability is BPP-hard.

Similarly as [AL10], to write pp as a tensor network, we first define a related circuit U on
p+ q+ 1 qubits: As shown in Figure 7, U firstly applies Q to |02+ 1®4) then copies the
first qubit of Q to the additional qubit by CNOT, and then applies Q~'.

9Readers who are not familiar with randomized reduction may read Definition 7.19 in [AB09].

44



<
Jan
N
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Figure 7: Circuit for pg

One can check that
(2P ) L 8a|7|g2@+D) 4@y —

One can transform (0®P+1) 4@4|77|0®(P+1) 1 84) to a tensor network T similarly as [AL10],
then

X(T) = (02W+D 4 ®a|7|g@e+D) 180y — 5 (187)
where

e Each reversible gate @Q; on constant qubits is translated to a tensor M@l which is of
constant rank (constant degree) and bond dimension 2. Note that since Q); is a reversible
gate, which is a permutation, thus we have ||Q;]|1 = 1.

e We pair the input qubits on the left and right in Figure 7. |0)(0] is translated into a
1 0 11
[0 —
0 ol 1 1]. Note that
2400y = g = 1.

tensor M

|+)(+] is translated into a tensor M = 1 [

Thus the approximation scale A; in Eq. (121) is equal to 1. Thus for € = 1/poly(n), the
approximation problem in Theorem 27, that is Eq. (120), requires approximating x(7') = po
within precision € with high probability, thus is BPP-hard by Claim 36.
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