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Abstract

Bell non-locality is a fundamental feature of quantum mechanics whereby measurements performed on “spa-
tially separated” quantum systems can exhibit correlations that cannot be understood as revealing predetermined
values. This is a special case of the more general phenomenon of “quantum contextuality”, which says that such
correlations can occur even when the measurements are not necessarily on separate quantum systems, but are
merely “compatible” (i.e. commuting). Crucially, while any non-local game yields an experiment that demonstrates
quantum advantage by leveraging the “spatial separation” of two or more devices (and in fact several such demon-
strations have been conducted successfully in recent years), the same is not true for quantum contextuality: finding
the contextuality analogue of such an experiment is arguably one of the central open questions in the foundations
of quantum mechanics.

In this work, we show that an arbitrary contextuality game can be compiled into an operational “test of con-
textuality” involving a single quantum device, by only making the assumption that the device is computationally
bounded. Our work is inspired by the recent work of Kalai et al. (STOC ’23) that converts any non-local game into a
classical test of quantum advantage with a single device. The central idea in their work is to use cryptography to en-
force spatial separation within subsystems of a single quantum device. Our work can be seen as using cryptography
to enforce “temporal separation”, i.e. to restrict communication between sequential measurements.

Beyond contextuality, we employ our ideas to design a “proof of quantumness” that, to the best of our knowledge,
is arguably even simpler than the ones proposed in the literature so far.
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1 Introduction

One of the most intriguing features of quantum mechanics is that, in general, observable properties of a quantum
system, usually referred to as “observables”, do not seem to hold a precise value until they are measured. In technical
jargon, quantum mechanics is not a “local hidden variable theory”. While this feature is now well-understood,
Einstein, Podolski, and Rosen, in their paper [EPR35], originally conjectured that a local hidden variable explanation
of quantum mechanics should exist. It was only years later that Bell [Bel64], and subsequently Clauser, Horne,
Shimony, and Holt (CHSH) [CHSH69], in their seminal works, proposed an operational test, i.e. an experiment,
capable of ruling out a local hidden variable explanation of quantum mechanics. More precisely, they showed that
there exists an experiment involving measurements on “spatially separated” quantum systems such that the outcomes
exhibit correlations that cannot be explained by a local hidden variable theory. Such an experiment, usually referred
to as a Bell test or a non-local game, has been performed convincingly multiple times [HBD*15, GVW 15, SMSC™* 15,
LWZ"18, RBG'17, SSK™23]. Crucially, a Bell test rules out a local hidden variable theory under the assumption
that the devices involved in the experiment are non-communicating (which is usually enforced through “spatial
separation”).

Bell non-locality may be viewed as a special case of the more general phenomenon of quantum contextual-
ity [Spe60, KS67], which says that such correlations can occur even when the measurements are not necessarily
on separate quantum systems, but are merely “compatible” (i.e. commuting). Contextuality has a long tradition in
the foundations of quantum mechanics [BCG™22]. However, unlike a non-local game, a more general contextuality
game' does not in general have a corresponding operational test. By an operational test, we mean a test that can
be carried out on a device by interacting with it classically, and importantly, without having to make bespoke as-
sumptions about its inner workings. Thus, even though some contextuality games are even simpler than non-local
games [KCBS08], a satisfactory approach to compiling arbitrary contextuality games into operational “tests of con-
textuality” is missing. This is not for lack of trying—numerous attempts have been made that inevitably have to
either resort to strong assumptions about the quantum hardware or assumptions that are hard to enforce in prac-
tice, such as the device being essentially memoryless.? Thus, one of the central open questions in the foundations of
quantum mechanics is:

Is there a way to compile an arbitrary contextuality game into an “operational test of contextuality”?

Beyond demonstrating the presence of genuine quantum behaviour, non-local games can be employed to achieve
a much more fine-grained control over the behaviour of untrusted quantum devices: for example, they allow
a classical user to verify the correctness of full-fledged quantum computations, by interacting with two non-
communicating quantum devices [RUV13, CGJV19]. Of course, any guarantee obtained via non-local games hinges
on the physical (and non-falsifiable) assumption that the devices involved are non-communicating. To circumvent
the need for this assumption, a lot of the attention in recent years has shifted to the computational setting. This
exploration was kick-started by Mahadev’s seminal work [Mah18] showing, via cryptographic techniques, that the
verification of quantum computations can be achieved with a single quantum device, under the assumption that the
device is computationally bounded. She and her collaborators [BCMT21] later proposed what can be thought of as
the analogue of a Bell/CHSH experiment with a single device—they proposed a simple test that an efficient quantum
device can pass, but that an efficient classical device cannot. Since then, various works have proposed increasingly
efficient “proofs of quantumness” in this setting [BKVV20, ACGH20, KMCVY22, KLVY23, AMMW22, BGKM*23].
The goal of this line of work is to simplify these tests to the point that they can be implemented on current quantum
devices. An experimental realisation of such a proof of quantumness would be a milestone for the field of quantum
computation, as it would constitute the first efficiently verifiable demonstration of quantum advantage. Towards this
goal, the second question that we consider in this work is:

Can contextuality help realise simpler proofs of quantumness?

1We choose to use the term contextuality “game” here to preserve the analogy with a non-local game. However, in the contextuality literature,
the more commonly used term is contextuality “scenario”. We refer the reader to the technical overview (Section 2.2) for details.

2These assumptions are typically referred to as “loopholes” in the literature: [LLST 11, UZZT 13, JROT 16, ZKK+ 17, MZL1 18, LMZ™T 18,
ZXXT19,UZZ120, WZL1 22, HXAT 23, LMX23].



1.1 Our results

Our first contribution is a positive answer to the first question. We show that, using cryptographic techniques, an
arbitrary contextuality game can be compiled into an “operational test of contextuality” involving a single quantum
device, where the only assumption is that the device is computationally bounded.® A contextuality game involves a
single player and a referee (unlike non-local games that always involve more than one player). In an execution of the
game, the referee asks the player to measure a context—a set of commuting observables—and the player wins if the
measurement outcomes satisfy certain constraints. Importantly, a given observable may appear in multiple contexts.
If the player uses a strategy where the values of these observables are “predetermined” (which is the analogue of
a “local hidden variable” strategy in the non-local game setting), then the highest winning probability achievable
is referred to as the non-contextual value of the game, denoted by vaINC.* On the other hand, if the player uses a
quantum strategy, then the highest winning probability achievable is the quantum value, denoted by valQu (which
is strictly greater than valNC for contextuality games of interest).” We formalise what we mean by an “operational
test of contextuality” by introducing a property called faithfulness. Intuitively, this requires that the test has a strong
correspondence to some contextuality game. We defer more precise definitions to Section 7. We show the following.

Theorem 1 (informal, simplified). Any contextuality game G can be compiled into a single prover, 2-round (i.e.
4-message) operational test of contextuality, under standard cryptographic assumptions. More precisely, the test is faith-
ful to G and satisfies the following:

« (Completeness) There is a quantum polynomial-time (QPT) prover that wins with probability at least
1
5(1 + valQu) — negl.

« (Soundness) Any probabilistic polynomial-time (PPT) prover wins with probability at most

1
5(1 + valNC) + negl.

Here negl are (possibly different) negligible functions of a security parameter.

The bounds in the statement above are for games with contexts of size two (which subsume “2-player” non-local
games, see Figure 1). The general bounds are similar but depend on the size of the contexts and are stated later.
Notably, the number of messages, even in the general case (which subsumes non-local games with any number of
players), remains constant (i.e. four). The cryptographic assumptions we make are the existence of (1) a quantum
homomorphic encryption (QFHE) scheme® and (2) a new primitive, the oblivious pad, which we introduce below.
QFHE can be realised assuming the quantum hardness of the Learning With Errors problem (LWE) [Reg09]. We
show how to construct the oblivious pad under the same assumption in the quantum random oracle model—which
in turn can be heuristically instantiated using a cryptographic hash function, such as SHA3.

Our result is motivated by the recent work of Kalai et al. [KLVY23] (KLVY from here on) that converts any
non-local game into a test of quantumness with a single device. Consider a non-local game with two players, Alice
and Bob. The central idea behind the KLVY compiler is to use cryptography to enforce spatial separation within a
single quantum device, i.e. to enforce that Alice and Bob’s measurements occur on separate subsystems. The KLVY
compiler relies on the following mechanism to cryptographically enforce spatial separation: Alice’s question and
answer are encrypted (using a quantum fully homomorphic encryption (QFHE) scheme), while Bob’s question and

3In the contextuality jargon, one might say that all “loopholes” are being replaced by a computational assumption.

“We emphasise that a non-contextual strategy is such that, if an “observable” appears in multiple contexts, then the same predetermined
value should be returned by the player for that observable in all contexts in which it appears. This is precisely the difficulty in realising an
“operational test of contextuality”: how does the referee enforce that the player is consistent across contexts?

5 A quantum strategy is such that, if an observable appears in multiple contexts, then the same observable should be measured to obtain the
answer in all such contexts.

®With an assumption on the form of encrypted ciphertexts, which is satisfied by both Mahadev’s and Brakerski’s QFHE schemes, [Brals,
Mah20]; see Section 2.3.

7In the random oracle model [BR93] (ROM), a hash function f is modelled as a uniformly random black-box function: parties can evaluate it
by sending a query x and receiving f(z) in return. In the quantum random oracle model (QROM), such queries can also be made in superposition.
A proof of security in this model is taken to be evidence for security of the protocol when the black-box is replaced by, for example, a suitable
hash function f. This is because, informally, any attack on the resulting protocol must necessarily exploit the structure of f.
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Figure 1: The compiler in this work compiles a much larger set of games compared to the one in [KLVY23].

answer are in the clear. The referee, who holds the decryption key, can then test the correlation across the two.
Unfortunately, this approach does not extend to contextuality, at least not in any direct way, since in a contextuality
game there is no notion of Alice and Bob.

In contrast, our work can be seen as using cryptography to enforce “temporal separation”, i.e. to restrict commu-
nication between sequential measurements. In a nutshell, our idea is to ask the first question under a homomorphic
encryption and the second question in the clear, as in KLVY, but with the following important difference. In KLVY,
the quantum device prepares an entangled state, whose first half is encrypted, and used to homomorphically answer
the first question, while the second half is not, and is used to answer the second question in the clear. In our protocol,
there are no separate subsystems between the two rounds: instead, the encrypted post-measurement state from the
first round (which results from the measurement performed to obtain the encrypted answer) is re-used in the second
round. The technical barrier is, of course, the following: how can the post-measurement state be re-used if it is still
encrypted? The two most natural approaches do not work:

(i) Providing the decryption key to the quantum device is clearly insecure as it allows the device to learn the first
question in the clear.

(i) Homomorphically encrypting the second question does not work either because the quantum device can cor-
relate its answers to the two questions “under the hood of the homomorphic encryption”.

We circumvent this barrier by introducing a procedure that allows the prover to obliviously “re-encrypt” the post-
measurement state non-interactively. This re-encryption procedure is such that it allows the verifier to achieve
the following: the verifier can now reveal some information that allows a quantum prover to access the post-
measurement state in the clear, while a PPT prover does not learn the first question. More precisely, the verifier
does not directly reveal the original decryption key, which would clearly be insecure, as pointed out earlier. Instead,
the verifier expects the prover to “re-encrypt” its state using the new procedure, and then the verifier is able to
safely reveal the resulting “overall” decryption key. Crucially, while a classical prover is unable to make use of the
additional information to beat the classical value valNC, we show that there is an efficient quantum prover that can
access the post-measurement state in the clear, and proceed to achieve the quantum value valQu.

The main technical tool that we introduce to formalise this idea, which may find applications elsewhere, is a
primitive that we call oblivious (Pauli) pad. The oblivious pad takes as input a state |¢)) and a public key pk and
produces a Pauli-padded state X*Z* |¢)) together with a string s (which can be thought of as encrypting = and z
using pk). The string s can be used to recover x, z given the corresponding secret key sk. The security requirement
is modelled as the following distinguishing game between a PPT prover and a challenger:

« The challenger generates public and secret keys (pk, sk) and sends pk to the prover.
+ The prover produces a string s and sends it to the challenger.

« The challenger either returns (z, z) (as decoded using s and sk), or a fresh pad (Z, Z) sampled uniformly at
random.

We require that no PPT prover can distinguish between the two cases with non-negligible advantage.®* We show that
an oblivious pad can be realised based on ideas from [BCM'21] in the quantum random oracle model. Crucially,
while in KLVY the second phase of the protocol happens on a different subsystem, the oblivious pad is what allows
us to carry out the second phase on the same subsystem, as depicted in Figure 2.

8Note that there is a QPT prover that can distinguish these two cases with non-negligible advantage.
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Figure 2: A schematic comparing the non-local game compiler [KLVY23] with our contextuality game compiler. The
key idea in KLVY is to ask the first question of a non-local game under a homomorphic encryption and the second
one in the clear, with the prover using two entangled subsystems (one that is encrypted, and one in the clear). In
our compiler, the oblivious pad (OPad) allows the prover to “re-encrypt” its post-measurement state, just before
Round 2. Upon obtaining information about the “re-encryption” that took place, the verifier can then safely reveal
the “overall” decryption key in Round 2, allowing the prover to proceed with the next measurement in the clear.

Our second contribution streamlines the ideas introduced to prove Theorem 1 in order to obtain a 2-round proof of
quantumness relying on the classical hardness of the Learning-with-Errors (LWE) problem [Reg09]. Our construction
has the main advantage of being simpler than existing ones in the literature, in the sense explained below. Our proof
of quantumness makes use of Noisy Trapdoor Claw-Free functions (NTCFs), introduced in [BCM™21] (but it does not
require the NTCFs to have an “adaptive hardcore bit” property). It relies on the particular structure of the “encrypted
CNOT operation” introduced in Mahadev’s QFHE scheme [Mah20]. We informally state our result, but we defer the
construction to the technical overview.

Theorem 2 (Informal). Assuming the classical hardness of LWE, there exists a 2-round (i.e. 4-message) proof of quan-
tumness with the following properties:

« It requires only one coherent evaluation of an NTCF, and one layer of single-qubit Hadamard gates.
+ The quantum device only needs to maintain a single qubit coherent in-between the two rounds.

Our proof of quantumness can be seen as combining ideas from [KLVY23] and [KMCVY22, AMMW?22]. It is
simpler than existing proofs of quantumness in the following ways:

« Single encrypted CNOT operation. The 2-round proof of quantumness of KLVY is based on a QFHE scheme.
Concretely, an implementation of their proof of quantumness based on Mahadev’s QFHE scheme requires
performing a homomorphic controlled-Hadamard gate, which requires three sequential applications of the
“encrypted CNOT operation”. Crucially, these three operations require computing the NTCF three times in
superposition while maintaining coherence all along. Our 2-round proof of quantumness only requires a
single application of the “encrypted CNOT” operation. Moreover, in KLVY, the encrypted subsystem, on which
Alice’s operations are applied homomorphically needs to remain entangled with a second subsystem, which is
used to perform Bob’s operations in the clear. In contrast, in our proof of quantumness, the encrypted CNOT
operation and the subsequent operations in the clear happen on a single system (of the same size as Alice’s in
KLVY).

« Single qubit coherent across rounds and 2 rounds of interaction. Compared to the 3-round proof of quantumness
of [KMCVY22], ours requires one less round of interaction. However, more importantly than the number of
rounds, the protocol from [KMCVY22] requires the quantum device to keep a superposition over preimages



of the NTCF coherent in-between rounds, while waiting for the next message. In contrast, both our proof of
quantumness and that of KLVY only require the quantum device to keep a single qubit coherent in-between
rounds.

« Simple quantum operations. The 2-round proof of quantumness of [AMMW22] matches ours in that it requires
a single coherent application of an NTCF based on LWE, and the quantum device only needs to keep a single
qubit coherent in between rounds. However, their protocol requires the prover to perform single-qubit meas-
urements in “rotated” bases coming from a set of a size that scales linearly with the LWE modulus (for which
typical parameters are ~ 102 to 10%). Their completeness-soundness gap also suffers a loss compared to ours
that comes from the use of the “rotated” basis measurements.

To the best of our knowledge, the only aspect in which our proof of quantumness compares unfavourably with exist-
ing ones, e.g. [KMCVY22], is that, based on current knowledge of constructions of NTCFs, our proof of quantumness
requires a construction from LWE (in order to implement the “encrypted CNOT” procedure), whereas [KMCVY22]
has the flexibility that it can be instantiated using any TCF, e.g. based on Diffie-Hellman or Rabin’s function. While
the latter are more efficient to implement, they also generally require a larger security parameter (inverting Ra-
bin’s function is as hard as factoring, whereas breaking LWE is as hard as worst-case lattice problems). Hence, it
is currently still unclear which route is closer to a realisation at scale. In particular, we note that instantiating the
construction of [KMCVY22] with the 22 mod N function by relying on a novel multiplication algorithm leads to
a very efficient quantum circuit for the prover as shown in [KMY24]. It is plausible that future improvements to
our proof of quantumness might yield constructions from a broader class of hardness assumptions than LWE (e.g.
Ring-LWE), which would likely yield a further improvement in concrete efficiency”’.

Some existing proofs of quantumness are non-interactive (i.e. 1-round), with security in the random oracle
model [BKVV20, ACGH20, YZ22]. Likewise, our proof of quantumness can also be made non-interactive by us-
ing the Fiat-Shamir transformation [FS87] (where the computation of the hash function is classical, and does not
increase the complexity of the actual quantum computation). The proof of quantumness in [YZ22] has the addi-
tional desirable property of being publicly-verifiable, although it currently seems to be more demanding than the
others in terms of quantum resources.

1.2 Future Directions

« Better contextuality compilers. Focusing on compilers for contextuality, the following important aspect remains
to be strengthened. The current compiler does not in general achieve quantum soundness (in the sense that
there are contextuality games in which a QPT prover can do much better than the “compiled” quantum value
from Theorem 1). Interestingly, recent works show that KLVY does satisfy quantum soundness for certain
families of non-local games [NZ23, BGKM ™23, CMM™24].

« Oblivious Pauli pad. We think that the new functionality of the oblivious Pauli pad (or some variant of it) has
the potential to be useful elsewhere, and we leave this exploration to future work. A related question is to
realise the oblivious Pauli pad in the plain model. We note that the oblivious pad can be constructed from the
hardness of factoring if one does not require the “classical range sampling” property (see Definition 19), but we
do not know whether one can have a plain model construction that satisfies Definition 19 in full (we discuss
this in more detail in Section 8).

« More efficient “encrypted CNOT”. Turning to proofs of quantumness, the broad goal is of course to simplify these
even further towards experimental implementations. One concrete direction in which our proof of quantum-
ness could be simplified is the following. Currently, we use an NTCF that supports the “encrypted CNOT”
operation from [Mah20]. However, our only requirement is that the NTCF satisfies the potentially weaker
property that it hides a bit in the xor of the first bit of a pair of preimages. This is because we only need
to perform the “encrypted CNOT” operation once, and not repeatedly as part of a full-fledged homomorphic
computation. It would be interesting to see if the weaker requirement could be achieved by simpler claw-free
functions (from LWE or other assumptions, like DDH or factoring).

« Testing other sources of quantumness. Many other sources of quantumness have been identified in the liter-
ature, such as generalised contextuality (which allows arbitrary experimental procedures, not just projective

9 An upcoming work by one of the authors in fact improves and instantiates our template using Ring-LWE.



measurements, and a broad class of ontological models, not just deterministic ones) [Spe05] and the Leggett-
Garg experiment (which is the time analogue of Bell’s experiment) [LG85, BMKG13]. These all suffer from
the same limitation as contextuality, and our results raise the following question: can one construct analogous
operational single-device tests for these sources of quantumness as well?

o Testing indefinite causal order. More ambitiously, one could try to separate quantum mechanics from more
general theories such as those with indefinite causal order [CDPV13, OCB12] (i.e. theories that obey causality
only locally and that may not admit a definite causal order globally). For instance, a recent result gives evidence
(in the black-box model) that indefinite causal order does not yield any relevant advantage over quantum
mechanics [AMP23]. Perhaps one can obtain a clear separation under cryptographic assumptions?
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2 Technical Overview

In this overview, we start by briefly recalling non-local games, and introducing the notion of contextuality with
some examples. We then build up towards our compiler for contextuality games, by first introducing the ideas
behind the KLVY compiler, and then describing why new ideas are needed to achieve a compiler in the contextuality
setting. We then describe our main novel technical tool, the oblivious pad, and how we use it to realise a compiler
for contextuality games. We also discuss the main ideas in the proof. Finally, we describe how some of the new ideas
can be streamlined to obtain a potentially simpler proof of quantumness. The latter can be understood without any
reference to contextuality, and the interested reader may wish to skip directly to it (Section 2.6).

2.1 Non-local Games

Let A, B, X, Y be finite sets. A 2-player non-local game is specified by a predicate pred : A x B x X xY — {0, 1}
which indicates whether the players win or not, and a probability distribution Dqyestions Over the questions, which
specifies Pr(x, y) for (z,y) € X x Y. The game consists of a referee and two players, Alice and Bob, who can agree
on a strategy before the game starts, but cannote communicate once the game starts. The game proceeds as follows:
the referee samples questions (z, y) < Dquestions, sends x to Alice and y to Bob, and receives their answers a € A
and b € B respectively. Their success probability can be written as

Pr(win) = Y pred(a,b,z,y) Pr(a,blz,y) Pr(z,y), (1)

z,y,a,b

where the strategy used by Alice and Bob specifies Pr(a, b|z, y).

Local Hidden Variable Strategy The “local hidden variable” model allows Alice and Bob to share a classical
(random) variable 7, and then have their answers be arbitrary, but fixed, functions of their respective questions, i.e.

Pr(a,blz,y) = ) Palalz,r)Pp(bly.r)Pr(r)



where P4, Pp and Pp are probability distributions that specify Alice and Bob’s strategy. We refer to the optimal
winning probability achievable by local hidden variable strategies as the classical value of the game.

Quantum Strategy A quantum strategy allows Alice and Bob to share a state [¢) , 5, and use local measure-
ments M2 = {M {ﬁx}a and M} = {MiﬁJ}b to produce their answers (where the measurements can be taken to be
projective without loss of generality), so that

Pr(a, blz,y) = (| M), @ My, [) -

We refer to the optimal winning probability achievable by quantum strategies as the quantum value of the game.

It is well-known that there exist non-local games (like the CHSH game) where the quantum value exceeds the
classical value. However, is it necessary to consider spatial separation (i.e. a tensor product structure) to observe
such a “quantum advantage”? A partial answer is no: one can consider contextuality.

x Yy
Alice Bob
a b

Figure 3: A two-player non-local game. Alice and Bob get (z,y) from the referee and respond with (a,b). They
cannot communicate once the game starts.

2.2 Contextuality

We start with a slightly informal definition of a contextuality game (see Section 6 for a formal treatment). Let () and A
be finite sets. Let C*!! be a set of subsets of (). We refer to the elements of C'®!! as contexts. Suppose for simplicity that
all subsets C' € C*!! have the same size k. A contextuality game is specified by a predicate pred : A¥ x C*! — {0,1},
and a probability distribution Deontexts Over contexts, which specifies Pr(C) for C' € C*!. The game involves a
referee and a single player, and proceeds as follows:

« The referee samples C' = {q1,...,qr} € C*! according to Deontexts, and sends C' to the player.
« The player responds with answers {a,...,a;} € A*.

The success probability is

Pr(win) = Z pred(ay,...,ar, C)Pr(as,...,as|C) Pr(C), 2)

ai,...,ar,C

where the strategy used by the player specifies Pr(ay, ..., ax|C).

Non-contextual strategy This is the analogue of a “local hidden variable” strategy. A deterministic assignment
maps each question ¢ € @ to a fixed answer a,. This represents the following strategy: upon receiving the context
C={q,---,qx} € C* return (ag,,...,a, ) as the answer. A strategy that can be expressed as a convex combin-
ation of deterministic assignments is referred to as non-contextual, i.e. the answer to a question ¢ is independent of
the context in which ¢ is being asked.



Quantum strategy A quantum strategy is specified by a quantum state |1/}, and a collection of observables O =
{O4}4eq> such that, for any context C' = {qi,...,qx} € C?!, the observables O,,,...,0,, are compatible (i.e
commuting). The strategy is the following: upon receiving context C = {qi,...,q;} € C?!, measure observables
Og,, - .., 0q, on state |1), and return the respective outcomes a1, . . ., a.

Quantum mechanics is contextual in the sense there are examples of games for which a quantum strategy can
achieve a higher winning probability than the best non-contextual strategy. However, crucially, unlike a non-local
game, a contextuality game does not directly yield an “operational test” of contextuality. The issue is that there is no
clear way for the referee to enforce that the player’s answer to question q is consistent across the different contexts
in which g appears!

We informally describe three simple examples: the magic square game (Peres-Mermin) [Per90, Mer90,
Cab01, Ara04], non-local games, and the KCBS experiment (the contextuality analogue of the Bell/CHSH experi-
ment) [KCBS08]. We do this by directly specifying a quantum strategy first and then “deriving” the corresponding
game (where the observables are just labels for the questions). In doing so, we abuse the notation slightly and identify
questions with observables.

Example 1 (Peres-Mermin (Magic Square) [Per90, Mer90]). Consider the following set of observables

(Xl IeZ X2z I
0= IoX, Zol ZoX, I
X®X, Z®Z YooY} I

I I —I

(where X, Y, Z are Pauli matrices). They satisfy the following properties: (a) they take +1 values (i.e. they have
+1 eigenvalues), (b) operators along any row or column commute, and (c) the product of observables along any
row or column equals I, except along cols, where it equals —I. If we define the set of contexts by C?! :=
{rowy, rows, rows, coly, cols, cols}, it is not difficult to see that no deterministic assignment can be such that the
condition on the products is satisfied along each row and column. For instance, the assignment

1 -1 -1
1 -1 -1
1 1 ?

satisfies all constraints except one: if the question mark is 1, then the condition along cols fails, and if it is —1 then
the condition along rows fails. To satisfy both, somehow the value assigned to the last “observable” has to depend
on the context, rows or cols, in which it appears—the assignment has to be “contextual”. In quantum mechanics, all
of the constraints can be satisfied using the observables described. One can in fact measure these observables on
an arbitrary state [t)) to win with probability 1. One thus concludes that quantum mechanics is “contextual” in this
sense.

2-player non-local games can be viewed as a special case of contextuality games as follows (and similarly for
non-local games with more players).

Example 2 (2-player non-local games). Given a quantum strategy for a non-local game (as in Section 2.1), we identify
the measurements M;' and M, with corresponding observables. Then, define O := {M/ © I}, U{I ® M}, and
CM = {{MA®I,I® MP}}. . It is not hard to see that the set of non-contextual strategies is the same as the
set of local hidden variable strategies.

Some contextuality games can yield a separation between non-contextual and quantum strategies with even
smaller quantum systems than what is possible for non-local games. The following example yields a separation using
just a qutrit—a single 3-dimensional system (in contrast, non-local games require at least two qubits, i.e. dimension
4, as in the CHSH game). For contextuality 3 dimensions are necessary and sufficient [KS67]."

Example 3 (KCBS [KCBS08]). Consider a 3-dimensional vector space spanned by {|0), |1),|2)}. Let |¢/) = |0) and
define five vectors
|vg) := cos0]0) + sin @ sin ¢, |1) + sinf cos @4 |2) ,

10There are generalisations of contextuality [Spe05] that can give a separation with dimension 2, but we do not consider these here.
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Figure 4: An illustration of the optimal quantum strategy corresponding to the KCBS Game defined in Example 3.
Here the red vector denotes the quantum state |¢/) and the blue ones |v,) correspond to projective measurements,
I = |vg) (v4|. Consecutively indexed blue vectors, i.e. |vq) , |vg+1), are orthogonal (indexing is periodic).

indexed by ¢ € {1,...,5} where ¢, = 47q/5 and cos® = cos(m/5)/(1 + cos(n/5)). The heads of these vectors
form a pentagon with |¢)) at the centre, and vectors indexed consecutively are orthogonal, i.e. (v4|vg+1) = 0 (where
we take the indices to be periodic) as illustrated in Figure 4. Define O := {II,}e1...5 where II; := |vq) (v,4] and
Cal = {{I1y, 15}, {15, TI3} ... {15, I1; } }. The referee asks a context C' +— C*!! uniformly at random from the set
of all contexts and the player wins if the answer is either (0, 1) or (1,0) (i.e. neighbouring assignments should be
distinct). It is not hard to check that a non-contextual strategy wins at most with probability 4/5 = 0.8, while the
quantum strategy described above wins with probability % ~ (0.8944.

One route towards obtaining an operational test of contextuality is to find a way to enforce that measurements
on a single system happen “sequentially”, i.e. they are separated in “time” (as opposed to being separated in “space”,
which is the case for non-local games). We describe one folklore attempt at constructing an operational test, which
assumes that the device is “memoryless”. This example is not essential to understanding our results, and may be
skipped at first read.

The “memoryless” attempt at an operational test As denoted in Figure 5a, consider a device that takes as
input a question g, produces an answer a, and then forgets the question. The referee in this case proceeds as follows:

1. Samples a context C' from C*!! with probability Pr(C).
2. Sequentially asks all the questions g; . . . gx in the context C.
3. Accepts the answers a; . .. aj, if the constraint corresponding to C holds, i.e. if pred(a; . .. ag, C) is true.

Note that the most general deterministic model for the device is one that encodes a “truth table” 7 : Q — A that
maps questions to answers. Since there is no memory, no previous question can affect the way the device answers
the current question. The most general quantum device, on the other hand, starts with an initial |¢)) and to each
question, assigns an observable O,, which is measured to obtain an answer a to the question g.

Let us work out an example to illustrate the key point. Consider again the Magic Square game from Example 1.
Suppose the first question the referee asks is the value of the bottom right box of the magic square (see Figure 5b). It
can then either ask questions completing the corresponding row or column. For a deterministic memoryless device,
since a single truth table 7 is being used, it is impossible to satisfy all the constraints of the magic square. However, a
deterministic device with memory can satisfy all the constraints. This is because before answering the last question,
it can learn whether the third column is being asked or the third row and thus, it can answer the last question to
satisfy the constraint. Thus “classical memory”, allows for classical simulation of contextuality in this test, without
using any quantum effects. In fact, [KGP* 11, CGGX18] even quantifies the amount of classical memory needed to
simulate contextuality.

Evidently, the glaring limitation of this attempt is that there is no operational way of ensuring that a device is
“memoryless”. Thus, this has remained a barrier despite the numerous attempts [LLS* 11, UZZ"13,JROT 16, ZKK " 17,
MZL*t18, LMZt18,ZXX119,UZZ120, WZLT 22, HXA 123, LMX T 23, BRVT19b, BRVt19a, XSBC24, SSA20, BCGT22]



Device

(@) (b)

Figure 5: The folklore memoryless interpretation of contextuality: a memoryless device (left) and a memoryless
operational test, illustrated using the Peres-Mermin magic square (right).

and the fact that contextuality has, in general, been a bustling area of investigation [BCG'22, WZL*22, HXA 23,
LMX*23, Liu23, XSBC24].

Our construction follows the same general approach of enforcing separation in “time” instead of in “space”, but
is a radical departure from the attempt described above. In the subsequent sections, we only assume that the device
is computationally bounded, and use cryptographic techniques to construct an “operational test of contextuality”.

Remark 3 (Criteria for being an Operational Test of Contextuality). We have not yet formally defined what we mean
by an “operational test of contextuality”. Consider any test that serves as a proof of quantumness. Intuitively, we
require that this test, additionally, is faithtful to some contextuality game G, i.e. it satisfies the following two properties:

« The test involves asking the prover questions corresponding to G, possibly under some “encoding”. The test
is, however, allowed to involve other messages unrelated to G.

« Whether the test passes or fails is determined solely by evaluating the predicate corresponding to G, using the
“decoded” questions and answers.

Formalising these requirements is a bit more involved and is deferred to Section 7. However, this intuitive notion

suffices for now, as will be clear from our construction in the subsequent sections.

2.3 Quantum Fully Homomorphic Encryption (QFHE)

We informally introduce fully homomorphic encryption. We start with the classical notion.

Fully Homomorphic Encryption (FHE) A homomorphic encryption scheme is specified by four algorithms,
(Gen, Enc, Dec, Eval), as follows:

« Gen takes as input a security parameter 1%, and outputs a secret key sk.

« Enc takes as input a secret key sk and a message s, and outputs a ciphertext c. We use the notation Encg =
Enc(sk, -).
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+ Dec takes as input a secret key sk, a ciphertext ¢ and outputs the corresponding plaintext s. We use the
notation Decg = Dec(sk, -).

The “homomorphic” property says that a circuit Circuit can be applied on an encrypted input to obtain an encrypted
output, i.e.

« Eval takes as input a circuit Circuit, a ciphertext ¢, and an auxiliary input aux, and outputs a ciphertext ¢’. The
following is satisfied. Let ¢ < Encg(s) and ¢’ + Eval(Circuit, ¢, aux), then Decg(¢') = Circuit(s, aux).

Crucially, note that the secret key sk is not needed to apply the Eval algorithm. The security condition is the usual
one: that an encryption of s should be indistinguishable from an encryption of s’ # s. If Eval supports evaluation for
the class of all polynomial-size circuits (in the security parameter), then the scheme is said to be fully homomorphic.!!

Quantum Fully Homomorphic Encryption (QFHE) For this overview, it suffices to take a QFHE scheme to be
the same as an FHE scheme, except that it allows messages and auxiliary inputs to be quantum states, and circuits
to be quantum circuits. The QFHE schemes that are relevant to our work [Mah20, Bra18] satisfy the following
additional properties.

1. Classical encryption/decryption.
Gen is a classical algorithm, while Enc, Dec become classical algorithms when their inputs are classical. In
particular, this means that classical inputs are encrypted into classical ciphertexts. This property is essential
when the scheme is deployed in protocols involving classical parties, as will be the case here.!?

2. Locality is preserved.
Consider an arbitrary bipartite state 1) , 5 and let M and MP be circuits acting on registers A and B
respectively with a measurement at the end. The property requires that correlations between the measurement
outcomes from M# and M B should be the same in the following two cases:
(i) Register A is encrypted, M 4 is applied using Eval, and the result is decrypted. Let a be the decrypted
outcome. M P is applied to register B. Let b be the outcome.
(ii) Apply M# on register A and M P on register B. Let a and b respectively be the outcomes.

3. Form of Encryption.
Encryption of a state |¢)) takes the form (X*Z% |¢)),Z2) < Encg(|®)), where X* applies a Pauli X to the
i-th qubit based on the value of x;, and Z7 is defined similarly. 2 is a classical FHE encryption of the pad zz.

All known constructions of QFHE schemes satisfying property 1 also satisfy properties 2 and 3. The KLVY compiler,
as one might guess, relies on property 2. Our compiler relies on property 3.

2.4 The KLVY Compiler

Consider a two-player non-local game specified by question and answer sets X, Y, A, B, a predicate pred : A x B x
X xY — {0,1} and a distribution over the questions Dyyestions that specifies Pr(x, y). The KLVY compiler takes
this non-local game as input and produces the following single-prover game, where the verifier proceeds as follows:

« Round 1. Sample (2,y) < Dquestions, and a secret key sk for a QFHE scheme. Send an encryption ¢, of
“Alice’s question”, and get an encrypted answer c,.

« Round 2. Send “Bob’s question” y, and get his answer b in the clear. Decrypt Alice’s response using sk, and
accept if pred(a, b, z,y) = 1.

The honest prover prepares the entangled state |¢) , 5 corresponding to the optimal quantum strategy for the non-
local game. It uses QFHE’s Eval algorithm on subsystem A to answer question x according to Alice’s optimal strategy,
and answers question ¥ in the clear using Bob’s optimal strategy on subsystem B. More formally, they proceed as
in Figure 6.

'While homomorphic schemes for restricted families of circuits have been known for some time, a “fully homomorphic scheme” was only
discovered somewhat recently in [Gen09].

12The first schemes to satisfy this property appeared in the breakthrough works [Mah20, Bra18].

B3Strictly speaking, we require the FHE scheme in property 3 to be public-key. This is used to establish the faithfulness condition (detailed in
Definition 18 and Section 3.2). We neglect this here for readability.
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(Honest Quantum) Prover Verifier

A

Prepare |¢) 4 5 ?; <_) Cj_enj()l ) )
corresponding to the Y E questions
non-local game’s optimal e ¢ Ency(z)
quantum strategy.

phaa
Homomorphically compute
the answer to x using
“Alice’s strategy” on system
A. Let ¢, be the encrypted
answer.

Ca

e
Compute the answer to y
using “Bob’s strategy” (in
the clear) on system B. Let
the answer be b.

SN

a = Decg(cq)
Accept if pred(a, b, z,y) = 1.

Figure 6: The KLVY compiler [KLVY23] is illustrated above: it takes any two-player non-local game and converts it
into a proof of quantumness.
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Theorem ([KLVY23], informal). Consider a two-player non-local game with classical and quantum values w. and w,
respectively. The corresponding KLVY-compiled single-prover game satisfies the following:

« (Completeness) The QPT prover described above makes the verifier accept with probability w, — negl()).
« (Soundness) Every PPT prover makes the verifier above accept with probability at most w. + negl(\).
Here negl are (possibly different) negligible functions.

For completeness, we briefly outline the general compiler for non-local games with & > 2 players. To compile
games with k players, KLVY generalises the procedure above as follows: the compiled game consists of k£ rounds-
each round consisting of a question and an answer (so 2k messages in total). The first £ — 1 questions are encrypted
(using k — 1 independent random QFHE keys) and the last question is asked in the clear.

Let us take a moment and build some intuition about the KLVY compiler. At first, one might think that it would
be even more secure to also encrypt y. However, as we remarked in the introduction, this is not the case: since the
prover can compute any desired answer b using x, @ and y under the hood of the QFHE, it can ensure that b is such
that pred(a, b, x,y) = 1 (for any non-trivial choice of pred). Instead, the key observation of KLVY is that the verifier
is testing the correlation between encrypted answers and answers in the clear, and it turns out that a quantum
prover can produce stronger correlations than any PPT prover can. How is this intuition formalised? The key idea
is that, since a PPT prover is classical, one can rewind the PPT prover to obtain answers to all possible second round
questions. This is equivalent to obtaining Bob’s entire assignment of answers to questions (corresponding to a fixed
encrypted question and answer for Alice from the first round). Suppose for a contradiction that such a PPT prover
wins with probability non-negligibly greater than the classical value. Then, it must be that Bob’s entire assignment is
non-trivially correlated to “Alice’s encrypted question”. This information can thus be used to obtain a non-negligible
advantage in guessing the encrypted question, breaking security of the QFHE scheme.

Now that we understand the KLVY construction and the key insight behind their proof, we will discuss barriers
to extending these ideas to contextuality, and our approach to circumvent these.

2.5 Contribution 1| A Computational Test of Contextuality

For simplicity, let us first restrict to contextuality games with contexts of size 2.

Attempts at extending KLVY to contextuality. Let us consider compilers for contextuality games where the
verifier proceeds in an analogous way as the verifier in the KLVY compiler:

« Round 1. Sample a context C' = (¢1,¢2) < Deontexts- Send a QFHE encryption ¢, of ¢; and receive as a
response an encryption ¢,, of a;.

« Round 2. There is no clear way to proceed. Three natural approaches are listed below.

The honest prover’s state after Round 1 is encrypted and has the form (X*Z* [¢(4, 4,)) , TZ) Where ZZ denotes a
classical encryption of the strings xz (using Property 3 of the QFHE scheme), as detailed below in Figure 7.
Here are three natural approaches for how to proceed, and how they fail.

1. Proceed just as KLVY: Ask question qo in the clear. This does not work because, unlike in the original KLVY
setup, there is no analogue of system B which is left in the clear. Here the prover holds an encrypted state so
it is unclear how ¢ can be answered with any non-trivial dependence on the state under the encryption.

2. Ask the second question also under encryption. If the same key is used for encryption, then, as we argued for
KLVY, the predicate of the game can be satisfied by computing everything homomorphically. If the keys are
independent, then we essentially return to the problem in item 1.

3. Reveal the value of the (classically) encrypted pad Tz and ask question qo in the clear. This has a serious issue:
the prover can simply ask for the encrypted pad corresponding to c,, and thereby learn ¢; (or at least some
bits of g1). Once ¢ is learned, again, the predicate of the game can be trivially satisfied.

13



(Honest Quantum) Prover Verifier

sk < Gen(1%)
Prepare |t)) corresponding g <__ (Dcome)"ts’ where
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Evaluate the answer to ¢
under QFHE to get an
encrypted answer c,, . The
post-measurement state is
now (X®Z* |tgya,) , T2) -
Cay
?
<_
—

Figure 7: The figure illustrates that, a priori, it is unclear how to generalise KLVY to compile contextuality games.

The Oblivious Pauli Pad As mentioned in Section 1, our compiler relies on a new cryptographic primitive, that
we introduce to circumvent the barriers described above. Here, it helps to be a bit more formal. Let U := {Uj } ke i
be a group of unitaries acting on the Hilbert space 1. We take this group to be the set of Paulis { X*Z*},., as this
makes the primitive compatible with the the form of the QFHE scheme that we will employ later in our compiler.
Nonetheless, we use the general notation {Uy, }rck, as it simplifies the presentation. We define the oblivious U pad
as follows.

The oblivious U pad is a tuple of algorithms (Gen, Enc, Dec) where Gen and Dec are PPT.!* Let (pk,sk) <
Gen(17) be the public and the secret keys generated by Gen. Encryption takes the form (Uy |¢)) , s) < Encp(|1))),
where k = Decg(s). Notice the similarity with the post-measurement state in the discussion above (we will return
to this in a moment). The security requirement is that no PPT algorithm can win the following security game with
probability non-negligibly greater than 1/2. We depict the oblivious pad primitive in Figure 8.

The security game formalises the intuition that no PPT prover can distinguish between the correct “key” k1 and
a uniformly random “key” k. We emphasize, in words, the two distinctive features of this primitive:

« By running Enc, a QPT prover can obtain, given a state |¢), an encryption of the form (U [¢) , s), where
k = Decg(s).

« There is no way for a PPT prover, given pk, to produce an “encryption” s, for which it has non-negligible
advantage at guessing Decg(s).

We describe informally how to instantiate the primitive in the random oracle model assuming noisy trapdoor
claw-free functions (the detailed description is in Algorithm 2). The construction builds on ideas from [BKVV20].

The key idea is the following. Let fy, f1 be a Trapdoor Claw-Free function pair. We take pk = (fo, f1), and sk to
be the corresponding trapdoor. Then, Encyy is as follows:

(i) On input a qubit state |¢)) = «|0) + 5 |1), evaluate fy and f; in superposition, controlled on the first qubit,
and measure the output register. This results in some outcome y, and the leftover state (« |0) |zo) + 3 |1) |x1)),

where f(z¢) = f(z1) = y.

(ii) Compute the random oracle “in the phase”, to obtain ((—1)#@0)q|0) |zo) + (—1)7 @) 3|1) |21)). Measure
the second register in the Hadamard basis. This results in a string d, and the leftover qubit state

[Vz) = gd-(@o®z1)+H (z0)+H (1) ) .

4The formal definition of the oblivious pad involves a fourth PPT algorithm Samp which for clarity is deferred to Section 8.
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(pk,sk) < Gen(1%)
pk
s
—
b+« {0,1}
ko +— K
k1 = Decg(s)
ky
H
b/
—
Accept if b=V

Figure 8: The security game for the oblivious pad.

(iil) Repeat steps (i) and (ii) on [tz ), but in the Hadamard basis! This results in strings 3’ and d’, as well as a leftover

qubit state | x z) =
XU (@t H ()4 H (@) (01 )+H(zo)+H(w) |5y

where x{, and 2] are the pre-images of y/'.

Notice that the leftover qubit state |1 x z) is of the form X*Z# |¢) where x, z have the following two properties: (a)
a verifier in possession of the TCF trapdoor can learn z and z given respectively y,d and 3/, d’, and (b) no PPT prover
can produce strings y, d as well as predict the corresponding bit z with non-negligible advantage (and similarly for
x). Intuitively, this holds because a PPT prover that can predict z with non-negligible advantage must be querying
the random oracle at both x¢ and z; with non-negligible probability. By simulating the random oracle (by lazy
sampling, for instance), one can thus extract a claw xo, 1 with non-negligible probability, breaking the claw-free

property.

Our Compiler We finally describe our contextuality game compiler. As mentioned in the introduction, our
strategy is still to ask the first question under QFHE encryption and the second question in the clear, with the
following crucial difference: the prover is first asked to “re-encrypt” the post-measurement state using the oblivious
pad functionality (from here one referred to as OPad), and only after that the verifier reveals to the prover how to
“decrypt” the state, in order to proceed to round 2.

The key idea is easy to state, once the notation is clear. To this end, recall that Property 3 of a QFHE scheme
ensures that the encryption of a quantum state [¢)”') has the form

(Usr [7) k") 3)

where & denotes a classical encryption of k" (the reason why we use double primes will become clear shortly),
and Uy~ is an element of the Pauli group. Note that using the secret key of the QFHE scheme, one can recover k"
from k. Further, let the optimal quantum strategy for the underlying contextuality game consist of state |¢)) and
observables {Og}. Finally, denote by |1, 4) the post-measurement state arising from measuring |¢) using O, and
obtaining outcome a.

We are now ready to describe our compiler. We first explain it in words and subsequently give a more formal
description for clarity. In both cases, we highlight the conceptually new parts in blue.

« Round 1 Ask the encrypted question, and have the prover re-encrypt its post-measurement state using OPad.
The verifier samples keys for the QFHE scheme and for the OPad. It samples a context C' <— Dcontexts and
then uniformly samples questions g1, go from the context C' (note that g; = g2 with probability 1/2 since, for
simplicity, we are considering contexts of size 2.)
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- Message 1 The verifier sends the QFHE encryption ¢4, of the first question ¢;, together with the public
key of the OPad.

The honest quantum prover obtains the encrypted answer c,, by measuring, under the QFHE encryption, the
state [¢) using the observable O,,. It now holds a state of the form in Equation (3), with |¢") = ¥4, q,)-
Using the public key of the OPad, the prover applies OPad.Enc to the encrypted post-measurement state,
Ui [ay,q: ) to obtain the “re-encrypted” quantum state, Uy Uy~ [¢0"'), where Uy was applied by the OPad,
together with a classical string s’ that encodes k’. This step is critical to the security of the protocol and is
discussed in more detail shortly. Crucially, note that both Uy (coming from the OPad) and Uy (coming from
the QFHE) are Paulis.

— Message 2 The prover sends the QFHE encrypted answer ¢, , together with the two strings k" and s'.

« Round 2 Remove the overall encryption, and proceed in the clear. The verifier recovers k" from s’ (using the
secret key of the OPad) and k" from k" (using the secret key of the QFHE scheme). It then computes k
satisfying Uy, = U Uyr.

— Message 3 The verifier sends the second question ¢o together with k£ as computed above.

The prover measures its quantum state Uy Uy [¢") = Uy, [t0q, .4, ), using observable U, O,, U, ,j to obtain an
outcome as.

— Message 4 The prover sends as.

The verifier decrypts c,, to recover a; using the secret key of the QFHE scheme. If ¢; = go, it accepts if the
answers match, i.e. a; = ag. If 1 # g2, it accepts if the predicate is true, i.e. pred(a, a2, q1,¢2) = 1.

We summarise our compiler in Figure 9. Since we now have Gen, Enc, Dec algorithms for both OPad and QFHE,
we use prefixes such as OPad.Enc to refer to Enc associated with OPad to avoid confusion.

Our compiler satisfies the following, assuming the underlying QFHE and oblivious pad are secure. We first state
a special case of our general result (which is stated later in Theorem 4).

Theorem (restatement of Theorem 1). Consider a contextuality game G with contexts of size 2. Let vaINC and valQu
be its non-contextual and quantum values respectively. The compiled game (as described above) is faithful to G. In
particular, it satisfies the following:

- (Completeness) The QPT prover described above wins with probability 3 (1 + valQu) — negl(\) .
« (Soundness) Any PPT prover wins with probability at most (1 + vaINC) + negl(}) .
Here negl denote (possibly different) negligible functions.

Proof sketch: The faithfulness condition as discussed in Remark 3 is evidently satisfied by the compiled game.'
Suppose A is a PPT algorithm that wins with probability non-negligibly greater than %(1 + valNC). Observe that
one can associate a “deterministic assignment” corresponding to .4, conditioned on some fixed first round messages,
as follows: simply rewind A to learn answers to all possible second round questions, obtaining an assignment 7 :
Q — A, mapping questions to answers. Let us write 7,, to make the dependence of the assignment on the first
question more explicit (note that the assignment depends on the encrypted question c,, as well as the encrypted
answer ¢, ). For the purpose of this overview, suppose also that .A is consistent, i.e. if ¢ = g2, then a; = as (note
that this in particular ensures that, when ¢; = g2, A wins with probability 1. One can show that an adversary that is
not consistent can be turned into an adversary that is consistent and wins with at least the same probability). Now,
to win with probability more than (1 + valNC), it must be that the 7,, s are different for different ¢;’s. Otherwise,
A’s strategy is just a convex combination of deterministic assignments and this by definition cannot do better than
valNC when q; # go. But if the distribution over 7,,s and 7, s is different for at least some q; # ¢}, then one is
able to distinguish QFHE encryptions of ¢; from those of ¢}. Thus, as long as the QFHE scheme is secure, no PPT
algorithm can win with probability non-negligibly greater than (1 + valNC).

15The formal notion, as stated later in Section 7, is also satisfied but the details are deferred.
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(Honest Quantum) Prover Verifier

sk < QFHE.Gen(1%)

C <+ Dcontexts

Prepare |t)) corresponding to the ¢~ C

quantum strategy. q +— C

¢q, + QFHE.Enca(q1)

(OPad.sk, OPad.pk) «— OPad.Gen(1%)

(cq, ,OPad.pk)
%

Evaluate the answer to ¢; under QFHE to
get an encrypted answer c,,. The
post-measurement state is now

(Uku [Yg1a1) ,/k\:") and now apply the
OPad to the post-measurement state, i.e.
(Uk’Uk” |wq1a1> 75/) —
OPad.EnCopad,pk(Ukw ‘”(/Jqla1>).

Using the secret keys, find k such that
Uk} = Uk}’ Uk}”

Measure U, Oy, U, g

Decrypt ¢, tolearn a;.

If g1 = g9, acceptif a1 = ao.
If ¢1 # g2, accept if
pred(ay, az,q1,q2) = 1.

Figure 9: Our contextuality game compiler. It takes a contextuality game given by (Q, A, C*!, pred, Deontexts)» @
QFHE scheme and an OPad and returns an operational test of contextuality.
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In the above sketch, we glossed over the very important subtlety that, in order to obtain the truth table 7, the
reduction needs to provide as input to A the “correct” decryption key & (as the verifier does in the third message
of our compiled game, where k is such that Uy = Uy Uy~). However, the reduction only sees encryptions of k’
and k”. So, how does it compute k without the secret keys? Crucially, this is where the OPad comes into play—it
allows the reduction to instead use an independent uniformly random k (not necessarily the “correct” one) when
constructing the reduction that breaks the security of the QFHE scheme. The fact that such a k is computationally
indistinguishable from the correct one (from the point of view of the prover .A) follows precisely from the security
of the OPad.

General Compilers The compiler we described earlier handles contextuality games with contexts of size 2. How
does one generalise it to contexts of arbitrary size? Unlike for KLVY, it is not entirely clear what the “correct” way
is here.

We design two compilers (which seem incomparable). The first compiler applies universally to all contextuality
games. The second applies primarily to contextuality games where the quantum value is 1 (for instance, it works for
the magic square but not for KCBS). Notably, both compilers are 4-message protocols.

« (|C] = 1,1) compiler:
- Round 1: Ask |C| — 1 questions under QFHE.

— Round 2: Ask 1 uniformly random question in the clear. If the question was already asked in Round 1,
check consistency. Otherwise, check the predicate.

« (|C],1) compiler
— Round 1: Ask all |C| questions under QFHE.

— Round 2: Ask 1 uniformly random question in the clear, and check consistency with the questions asked
in Round 1.

By now, one would be wary of guessing that asking more questions under QFHE is going to improve the security
of the protocol. Indeed, the (|C| — 1,1) compiler (which reduces to the one we discussed above for |C| = 2) is the
universal one. We show the following.

Theorem 4 (informal). Consider an arbitrary contextuality game G, and let vaINC and valQu be its non-contextual
and quantum values respectively. The compiled game, obtained via the (|C|—1, 1) compiler, is faithful to G and satisfies
the following:

o (Completeness) There is a QPT prover that wins with probability 1 — ﬁ + legl“ — negl.

« (Soundness) PPT provers win with probability at most 1 — ‘%‘ + ngC + negl.

The compiled game, obtained via the (|C|, 1) compiler, is also faithful to G, and satisfies the following:

« (Completeness) There is a QPT prover that wins with probability valQu.

+ (Soundness) PPT provers win with probability at most 1 — const; + negl, where const; = mingegan % (this

is constant in the sense that it is independent of the security parameter), and Pr(C') denotes the probability of
sampling the context C'.

Here, negl are (possibly different) negligible functions.
We make some brief remarks about the two compilers and defer the details to the main text.

« The (|C|, 1) compiler is not universal because, for instance, when applied to KCBS, there is no gap between
the PPT and the QPT prover’s winning probabilities. In fact, there is a PPT algorithm'® that does better than
the honest quantum strategy. Yet, the compiler does apply to the magic square game, for instance, because
const; < 1 and valQu = 1. In fact, for the magic square game, this compiler gives a better completeness-
soundness gap than the (|C| — 1,1) compiler.

16 Assuming that Eval is PPT if the circuit and input are classical.
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« The (|C| — 1,1) compiler is universal in the sense that, when applied to any contextuality game with a gap
between non-contextual and quantum value, the compiled game will have a constant gap between complete-
ness and soundness. However, the resulting gap is sometimes smaller compared to the previous compiler. It
is unclear if one can do better than this, with or without increasing the number of rounds, while preserving
universality.

2.6 Contribution 2 | An Even Simpler Proof of Quantumness

Our proof of quantumness, like many of the existing ones in the literature, is based on the use of Trapdoor Claw-
Free Functions (TCF). In our protocol, these are used to realize an “encrypted CNOT” functionality, which is the
central building block of Mahadev’s QFHE scheme [Mah20]. The “encrypted CNOT” functionality allows a prover to
homomorphically apply the gate CNOT*, while holding a (classical) encryption of the bit a. Formally, our protocol
uses Noisy Trapdoor Claw-Free Functions (NTCF, defined formally in Definition 7), but here we describe our scheme
using regular TCFs for simplicity.

The proof of quantumness Our 2-round proof of quantumness is conceptually very simple. It can be viewed
as combining and distilling ideas from the proofs of quantumness in [KLVY23], [KMCVY22] and our contextuality
compiler. We provide an informal description here, and we defer a formal description to Part I. At a high level, it can
be understood as follows:

« Round 1: Delegate the preparation of a uniformly random state in {|0) ,|1), |+) ,|—)}, unknown to the prover.

The verifier samples a bit a uniformly at random.

— Message 1: The verifier sends an appropriate encryption of a to the prover (and holds on to the corres-
ponding secret key).

The honest prover prepares the two-qubit state |+) |0), along with auxiliary registers required to perform an
“encrypted CNOT” operation. It then performs an “encrypted CNOT” operation (from the first qubit to the
second), i.e. homomorphically applies CNOT?, followed by a measurement of the second (logical) qubit.

— Message 2: The prover sends all measurement outcomes to the verifier.

Since a CNOT gate can be thought of as a deferred measurement in the standard basis, we can equivalently
think of the prover’s operations as performing an “encrypted measurement” of the first qubit, where the first
qubit is being measured or not based on the value of a. Note that, after having performed these operations, the
prover holds a single qubit. Thanks to the specific structure of the “encrypted CNOT” operation from [Mah20],
the resulting “post-measurement” qubit state is encrypted with a Quantum One-Time Pad, and is either:

- |+) or |—-), if a = 0 (i.e. no logical CNOT was performed)
- |0) or 1), if @ = 1 (i.e. a logical CNOT was performed)
Allin all, at the end of round 1, the honest prover holds a uniformly random state in {|0) , |1}, |+),|—)}, i.e.a

BB84 state. This state is known to the verifier, who possesses a and the secret key. From here on, the protocol
no longer uses any encryption, and everything happens “in the clear”.

« Round 2: Ask the prover to perform “Bob’s CHSH measurement”.

The astute reader may notice that the qubit held by the prover after Round 1 is distributed identically to “Bob’s
qubit” in a CHSH game where Alice and Bob perform the optimal CHSH strategy. More precisely, if one
imagines that Alice has received her question and performed her corresponding optimal CHSH measurement
(which is either in the standard or Hadamard basis), the leftover state of Bob’s qubit is a uniformly random
state in {|0),|1),|+),|—)}, where the randomness comes both from the verifier’s question (which in our
protocol corresponds to the bit a), and Alice’s measurement outcome.

— Message 3: The verifier sends a uniformly random bit b to the prover (corresponding to Bob’s question
in a CHSH game).

The prover performs Bob’s optimal CHSH measurement corresponding to question b.
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Fig. 10: The prover’s circuit. Here, (fo, f1) is a pair of trapdoor claw-free functions (with inputs of size n). Uy, 1,
denotes the (n + 1)-qubit unitary that coherently computes fp in the last n qubits if the first qubit is |0), and
computes f; otherwise. The circuit starts by preparing |+) in the first qubit, and a uniform superposition over
all inputs in the next n qubits. The circuit then applies Uy, r, (note that we are omitting auxiliary work registers
that are required to compute Uy, r,), followed by a layer of Hadamard gates on the last n — 1 qubits. Then, the
last n qubits are measured. As a result, the leftover qubit |¢) in the first register is now a BB84 state (which one
it is depends on fy, fi, and the measurement outcome). As its second message, the verifier sends a bit b, and
the prover applies the rotation R}, defined as follows: |0) ] cos((—1)’7/8) 0) + sin((—1)’7/8) |1) and |1) s
—sin((—1)%7/8) |0) + cos((—1)°7/8) |1). Finally, the prover measures the qubit in the standard basis.!’

— Message 4: The prover returns the measurement outcome to the verifier.

The verifier checks that the corresponding CHSH game is won.

In Figure 10, we show the circuit for the honest quantum prover in our proof of quantumness.

Soundness An efficient quantum prover can efficiently pass this test with probability COSQ(%) ~ (.85, while an
efficient classical prover can pass this test with probability at most 3/4. The proof of classical soundness is fairly
straightforward. In essence, a classical prover can be rewound to obtain answers to both of the verifier’s possible
questions in Message 3. If the classical prover passes the test with probability 3/4 4+ § (which is on average over
the two possible questions), then the answers to both questions together must reveal some information about the
encrypted bit a (this is a simple consequence of how the CHSH winning conditions is defined). In particular, such a
classical prover can be used to guess a with probability % + 20. This breaks the security of the encryption, as long
as J is non-negligible. We defer the reader to Section 5.2 for more details.

Putting the ideas in perspective We have already discussed in Section 1.1 how our proof of quantumness com-
pares to existing ones in terms of efficiency. Here, we focus on how our proof of quantumness compares conceptually
to [KLVY23] and [KMCVY22]:

« In [KLVY23], the prover is asked to create an entangled EPR pair, of which the first half is encrypted, and
the second half is in the clear. Then, the prover is asked to perform Alice’s ideal CHSH measurement homo-
morphically on the first half, and Bob’s CHSH measurement in the clear on the second half. Our proof of
quantumness departs from this thanks to two observations:

- By leveraging the structure of the “encrypted CNOT operation” from [Mah20], the post-measurement
state from Alice’s homomorphic measurement can be re-used in the clear (precisely because the verifier
knows what the state is, but the prover does not). So the initial entanglement is not needed. This idea
is also the starting point for our contextuality compiler from Section 2.5, although for the latter we take
this idea much further: we find a way to give the prover the ability to decrypt the leftover state without
giving up on soundness. Our proof of quantumness is a baby version of this idea: it leverages the fact
that the leftover encrypted state has a special form, namely it is a BB84 state.

— In order to setup a “CHSH-like correlation” between the verifier and the leftover qubit used by the prover
in Round 2, one does not need to compile the CHSH game in its entirety. This compilation, even for
the simple CHSH game requires the prover to perform an “encrypted controlled-Hadamard” operation
(because Alice’s ideal CHSH measurements are in the standard and Hadamard bases). The latter requires

7The simplified description of the proof of quantumness before this figure is slightly inaccurate: it states that the prover prepares starts by
preparing the two-qubit state |+) |0). Technically, the prover only needs to prepare |+), and the role of the second qubit is performed by the
first qubit of the pre-image register (which is initialised as a uniform superposition).
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three sequential “encrypted CNOT” operations. Instead, our observation is that one can setup this CHSH-
like correlation more directly, as we do in Round 1 of our proof of quantumness.

« From a different point of view, our proof of quantumness can also be viewed as a simplified version of
[KMCVY22]. Indeed, observation (ii) is inspired by the proof of quantumness in [KMCVY22], which intro-
duces the idea of a “computational” CHSH test. One can interpret [KMCVY22] as setting up an “encrypted
classical operation”, akin to an “encrypted CNOT”, that either entangles two registers or does not, ultimately
having the effect of performing an “encrypted measurement”. This is achieved via an additional round of in-
teraction. Our proof of quantumness can be thought of as zooming in on this interpretation, and finding a
direct way to achieve this without the additional interaction.
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3 Preliminaries

Section 3.1 sets up some notation, Section 3.2 formally introduces QFHE, and Section 3.3 formally introduces
trapdoor-claw free functions.

3.1

3.2

Notation

For mixed state p and o, we write p ~. o to mean that p and o are at most e-far in trace distance, i.e.
ttr(lp—of) <e.

Let X be the Pauli X matrix. For a string € {0,1}", we write X* to mean ®}_, X*. We use a similar
notation for Pauli Z.

We denote the spectrum of an observable O by Spectr(O) and the support of a function f by Supp(f).

We use the abbreviations PPT and QPT for probabilistic polynomial time and quantum polynomial time al-
gorithms respectively.

Vector/list indexed by a set.

Let S and V be finite sets. Let v be a vector/list with entries in V, indexed by S, i.e. v contains a value in V'
for each s € S. We denote by v[s] € V the value corresponding to s.

For a subset C' C S, we write v[C] for the vector obtained by restricting the indices of v to the set C. For
example, if v/ is a vector indexed by C, then, by v[C]| = v/ we mean that v[s] = v/[s] for all s € C.

Asymptotic notation.

- Big-O.Let f,g : N = R. We write f < O(g) if 3¢, ng such that for all n > ng, f(n) < cg(n).

- Big-O on A. Take A C N to be an infinite subset of N. Then, by f < O(g) on A, we mean that there are
¢, g such that for alln > ng in A, f(n) < cg(n).

We define Big-Q) on A as a similar generalisation of the Big-(2 notation.

QFHE Scheme

We formally define the notion of Quantum Homomorphic Encryption that we will employ in the rest of the paper.
Note that, as in [KLVY23] we only require security to hold against PPT provers.

Definition 5 (Quantum Homomorphic Encryption). A Quantum Homomorphic Encryption scheme for a class of
circuits C is a tuple of algorithms (Gen, Enc, Dec, Eval) with the following syntax:

Gen is PPT. It takes a unary input 1", and outputs a secret key sk.

Enc is QPT. It takes as input a secret key sk and a quantum state |1)), and outputs a ciphertext |c). We require that
if |1) is classical, i.e. a standard basis state, then Enc becomes a PPT algorithm. In particular, |c) is also classical.

Eval is QPT. It takes as input a tuple (C, |€) , |c)), where

1. C:H x (Cg)®" — (Cy)®™ is a quantum circuit in C,
2. |&) € H is a quantum state,

3. |c) is a ciphertext encrypting an n-qubit state.

Eval computes a quantum circuit Evalc(|€) | |c)), which outputs a ciphertext |cou). We require that, if C' has
classical output, then Evalc also has classical output.

Dec is QPT. It takes as input a secret key sk and a ciphertext |c), and outputs a state |¢). If |c) is classical, then
|@) is also classical.

The correctness and security conditions are as follows:
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1. Correctness: For any quantum circuit C : H x (C3)®™ — (C2)®™ inC, there is a negligible function negl, such
that the following holds. For any quantum state |¢) € H, any n-qubit state |1)), any X € N, any sk « Gen(1*),
and any |c) < Encg(|¥))), the following two states are negl(\)-close in trace distance.

+ C(I8) @ [¥)),
» Decy(Evalc([€) , |c))).

2. Security: For all PPT distinguishers D, for all polynomial functions poly, there exists a negligible function negl
such that, for any two strings xo, z1 € {0, 1}V for all \,

sk < Gen(1%)

) sk < Gen(1%)
’ |C()> < Encsk(xo

" |e1) < Encek(z1

Pr | D(|eo)) = 1 —Pr | D(jer)) = 1 <negl()). (@)
) )

A Quantum Fully Homomorphic Encryption scheme (QFHE) is a Quantum Homomorphic Encryption scheme
for the class of all poly-size quantum circuits.

Form of encryption. For the rest of this work, we restrict to (public key) QFHE schemes where encryption takes
the following form. For an n-qubit state |1)),

(U [4) . k) < QFHE.Encq (v) ()

where {Uy, } ek forms a group (potentially up to global phases) and K (n) is a finite set. Furthermore, k is a classical
fully homomorphic encryption of k, which can be decrypted using a PPT algorithm (specified by the QFHE scheme)
given sk.

We show that such QFHE schemes also satisfy the following property.

Classical evaluation of classical circuits. There is a PPT procedure cEval that is the classical version of Eval.
More precisely, we require that the following properties hold:

« For any classical ciphertext ¢ produced by running Enc on a classical message m, and any classical circuit C,
it holds that ¢/ +— cEval(C, ¢) is such that C(m) = Dec(sk, ¢).

« cEval and Eval produce identical distributions when run on identical classical inputs (i.e. ciphertexts and cir-
cuits).

Claim 6 (Classical Eval). Consider any (public-key) QFHE scheme whose ciphertext is of the form in Equation 5.
Then, there exists a PPT procedure cEval, satisfying the classical evaluation of classical circuits property stated above.

All known QFHE schemes satisfying Definition 5 [Mah20, Bra18] are public key schemes that satisfy both prop-
erties listed above. In particular, the first property above (form of encryption) is satisfied with Uy being a Pauli pad
and k = (z, 2) € {0,1}" encoding which Pauli operator is applied, i.e. Uy = X®Z?. We end by outlining how the
second property (classical evaluation of classical circuits) is proved generically as stated in Claim 6.

Proof sketch for Claim 6. We will show how the classical evaluation works by looking at homomorphic evaluation
of the "xor" (addition) and "and" (multiplication) operations, that are universal for classical circuits. Consider two
ciphertexts ¢y and ¢; corresponding to two messages mg and my, i.e. & and ¢; are of the form &y = (mo @ ko, i, )
and ¢ = (my @ k1, cx,) where ¢, < FHE.Encp (ko) and ¢, < FHE.Encyk(k1). Then to homomorphically
evaluate the addition, cEval will just add &, and ¢;, namely compute ¢,y @m, = (mo ® ko & m1 ® ki1, ek + Ciy ) =
((mo ®mq) @ (ko ® k1), Chowk, )» Where ¢k, is the FHE encryption of kg @ ky.

For the homomorphic multiplication operation, we will first compute: (mg @ ko) - (m1 ® k1) = (mo - my) ®
(ko -m1 @ k1 -mo @ ko - k1). As a result, to complete the homomorphic evaluation, it suffices to show how to
compute a FHE encryption of the pad kg - m; @ k1 - mg ® ko - k1. This can be done as follows. First, compute
the FHE encryptions ¢;nyer, = FHE.Enco(mo @ ko) and ¢, ek, = FHE.Encp(my @ k1). Then given ¢y, and
Cmo®ke» the algorithm will homomorphically compute the xor of the two messages (under encryption), resulting
in obtaining ¢,,, = FHE.Encpk(mg) (and analogously ¢,,,, = FHE.Encpc(m1)). Next, given cg, and ¢,,, one can
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homomorphically compute ¢, a1, = FHE.Encok(mo @ k1) and similarly, ¢, 1, = FHE.Enco(ma @ ko).
The procedure will then sample a uniformly random r and compute ¢, = FHE.Enc (7).

Finally, by homomorphically adding all the pieces together we get the final ciphertext of the multiplication:
6m0~m1 = ((mo . ml) D (ko -my P kl Mo D ]CQ . ]{51 D T’), FHE.Encpk(kO cmi1 D@ kl - Mo D ko . kl D T)) It is
clear to see that the ciphertext is in the right QFHE form, and moreover, due to the uniform pad r we also have that
the corresponding key is uniform, hence, ensuring that the output of cEval is identically distributed to the output of
Eval.

O

3.3 Noisy Trapdoor Claw-Free Functions

Our work requires trapdoor claw-free functions for two purposes:
« They are used to instantiate Mahadev’s QFHE scheme [Mah20].
« They are used to construct the oblivious pad.

However, the only known constructions of TCFs that satisfy the properties needed to instantiate QFHE (e.g. the
property of Definition 8) are “noisy” versions (NTCFs), and they are based on the hardness of LWE. We define NTCFs
next. Before doing so, we point out that, while an NTCF is needed to instantiate QFHE based on current knowledge,
any TCF (even based on quantum insecure assumptions, like Diffie-Hellman) suffices to build the oblivious pad (how-
ever, for simplicity, we still use NTCFs in Section 8).

For readers familiar with the area, note that the “adaptive hardcore bit” property is not required for any of the
constructions in this work.

Definition 7 (NTCF family; paraphrased from [BCM™*21].). Let A be a security parameter. Let X and ) be finite sets
and K be a finite set of keys (these sets implicitly depend on \). A family of functions

F = {fokb : X = Dy }pkek,befo,1}
is called a noisy trapdoor claw free function (NTCF) family if the following conditions hold (for each \):

1. Efficient Function Generation: There exists an efficient probabilistic algorithm Gen that generates a (public)
key in IC together with a trapdoor (secret key) sk:

(pk, sk) < Gen(1*).

2. Trapdoor Injective Pair:

(a) Trapdoor: There exists an efficient deterministic algorithm Inv such that with overwhelming probability over

the choice of (pk, sk) < Gen(1*), the following holds:
Inv(sk,b,y) =z

forallb € {0,1},2 € X andy € Supp(fok,p()).

(b) Injective pair: For all keys pk € IC, there exists a perfect matching Rpx € X x X such that foc (o) =
foka(x1) if and only if (xo,21) € Rpk. Such a pair (xo,x1) is referred to as a “claw”.

3. Efficient Range Superposition. For all keys pk € K and b € {0,1} there exists a function f, , + X — Dy
such that the following holds:

(a) Inv(sk,b,y) = xp and Inv(sk,b ® 1,y) = zpa1 for all (zg,x1) € Rpk andy € Supp(fyy ().
(b) There is an efficient deterministic procedure Chk s.t. for allb € {0,1},pk € K,z € X andy € Y,

L ify € Supp(fo p(2))

Chk(pk, b, z,y) = {0 s

Observe that Chk is not provided the secret trapdoor sk.
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(c) Foreachpk € K andb € {0, 1}, it holds that

Eoex[H?(fop (), fep(2))] < negl(V) ©)

for some negligible function negl, where H?denotes the Hellinger distance.
Further, there is an efficient procedure Samp that on input pk and b € {0, 1} prepares the state

¢|17 2 @@ ).

4. Claw-Free Property. For any PPT adversary A,

n A
N T B

When F is used with other primitives, we refer to the algorithms (Gen, Inv, Samp, Chk) and the various sets (X, Dy, ))
with F prefixed, e.g. Gen(1*) is referred to as F.Gen(1*).

We also implicitly require that the classical version of efficient range superposition holds: uniform elements from
the set X" (and therefore Dy and Y) can be efficiently sampled classically. This is the case for most NTCFs.

We define an additional property of NTCFs, which we will invoke directly in the soundness analysis of our proof
of quantumness in Section 5.2.

Definition 8 (“Hiding a bit in the xor”). Let F = {fokp : X — Dy}pkex befo,1} be an NTCF family (as in Definition
7). We say that F “hides a bit in the xor” if Gen takes an additional bit of input s:

(pk, sk) < Gen(1%,s),

such that the following holds (in addition to the properties already satisfied by pk and sk in Definition 7). For all
s € {0,1}, if (pk,sk) is in the support of Gen(1*, s), then s = xo[1] ® x1[1] for all (x, 1) € Ropk, where z[1] and
x1[1] denote the first bits of xo and x1 respectively, and Ry is as in Definition 7. Moreover, for all QPT algorithms A,
there exists a negligible function negl such that, for all )\,

Pr[s < A(pk) : (pk,sk) < F.Gen(1%,s) , s < {0,1}] < 1/2 + negl()\). (7)
The following theorem is implicit in [Mah20].

Theorem 9 ([Mah20]). There exists an NTCF family with the property of Definition 8, assuming the quantum hardness
of the Learning With Errors (LWE) problem.
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Part1
Even Simpler Proofs of Quantumness

4 The Proof of Quantumness

For an informal description of our proof of quantumness, we refer the reader to Section 2.6. Here we provide a
formal description. Our proof of quantumness makes use of a NTCF family 7 = { fokp : X — Dy }pkex befo,1} (as
in Definition 7) that additionally satisfies the property of Definition 8, i.e. a claw-free function pair hides a bit in the
xor of the first bit of any claw.

We parse the domain X as X = {0,1} x V. Then, a bit more precisely, the property of Definition 8 says
the following. Let s € {0,1}, (pk,sk) < F.Gen(1%,s). Let (uo,vo) and (u1,v1) be such that fox o(o,v0) =
fok1 (1, v1). Then pg & pq = s.

Our proof of quantumness invokes the procedure F.Samp from the “Efficient Range Superposition” property in
Definition 7. For simplicity, we describe our proof of quantumness assuming that the “Efficient Range Superposition”
property holds exactly, i.e. the RHS of Equation (6) is zero. The actual procedure F.Samp is indistinguishable from
the exact one, up to a negligible distinguishing advantage in the security parameter.
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Construction 1 (Proof of Quantumness)

Let A € N be a security parameter.

« Message 1: The verifier samples s < {0, 1}. Then, she samples (pk, sk) < F.Gen(1*, s). The verifier sends
pk to the prover.

« Message 2: The prover uses F.Samp to create the state

1
— fox(@) () b) [2) [y) (8)
2% b€{071};?€,y63} ’

This state can be created by preparing a qubit in the state |[+) (and a sufficiently large auxiliary register), and
then running the F.Samp controlled on the first qubit.

For b € {0,1}, let (pf,v)) be such that y € Supp(p,v;) (this is a unique element by the properties of the
NTCEF). Then, we can rewrite the state as:

(/]
\/2|7 be%:l} Sor(g, v6) (y) 16} 1y, vy} [y)

:\/2|7 Do Foklud o)) () B) g B b-s,0p) ly)

be{0,1}

The prover applies Hadamard gates to every qubit in the “v;'” register, and then measures all qubits except the

first. Let the output be (u, d, y). Then, the resulting post- measurement state of the first qubit is (up to global
phases):

{|o> (-)FED (1) ifs =0 o)

@ ) if s =1
The prover returns (u, d, y) to the verifier.
« Message 3: The verifier samples ¢ «— {0, 1}, and sends c to the prover.
+ Message 4:

— If ¢ = 0, the prover measures the qubit in the basis
{COS( )10) + Sm( (1), —sin(% )10+ cos( g) 1D}
— If ¢ = 1, the prover measures in the basis
{cos(—g) |0) + sin(—%) 1), — sin(—g) |0) + cos(—%) 1)}.

The prover returns the outcome b to the verifier.
« Verifier’s final computation:

- If s = 0, the verifier runs (u§,vy) < F.Inv(sk,0,y) and (u¥,v{) < F.Inv(sk,1,y). She sets a =
d - (v§ @ vy). Finally, she outputs accept if a & b = ¢, and reject otherwise.

- If s = 1, the verifier runs (), v§) < F.Inv(sk,0,y). She sets a = p @ pf. Finally, she outputs accept if
a ® b =0, and reject otherwise.
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5 Analysis

5.1 Correctness
Correctness as stated below is straightforward to verify.

Theorem 10 (Correctness). There exists a QPT algorithm A and a negligible function negl such that, for all \,
Pr[A wins in Algorithm 1] > cos?(7/8) — negl()).

Proof. The QPT algorithm .4 follows the steps of the prover in Algorithm 1. Then, correctness follows from the fact
that the state in Equation (9) is one of the four BB84 states, and a straightforward calculation. One can also realize
that the prover’s measurement is Bob’s ideal CHSH measurement corresponding to question ¢, and that the verifier
is precisely checking the appropriate CHSH winning condition based on s. The negligible loss in the correctness
probability comes from the fact that, as we mentioned earlier, the procedure F.Samp actually generates a state that
is only negligibly close to that of Equation (8). O

5.2 Soundness

Theorem 11. For any PPT prover A, there exists a negligible function negl such that, for all A,
o . 3
Pr[A wins in Algorithm 1] < 1 + negl()) .

Proof. We show this by giving a reduction from a prover A for Algorithm 1 to an adversary A’ breaking the property
of Definition 8 satisfied by F, i.e. predicting the bit s “hidden in the claw-free pair”. Specifically, we show that if .4
wins with probability % + 0 for some & > 0, then A’ can guess the the bit s from Equation (7) with probability at
least % + 26. A’ proceeds as follows, for security parameter \:

(i) A’ receives pk (where pk is sampled according to (pk, sk) < F.Gen(1%, s) for some uniformly random s).
(ii) A’ runs A on “first message” pk. Let z be the output.
(iii) Continue running A on “second message” ¢ = 0. Let by be the received output.
(iv) Rewind A to just before step (iii). Run .4 on “second message” ¢ = 1. Let by be the received output.

(v) Output the guess s’ = by @ b.

We show that Pr[. A" wins] > % +24. Using the notation introduced above, first notice that when by is a response
that a Verifier from Algorithm 1 would accept, we have, by construction, that

a@b0:07 (10)

where a is defined as in Algorithm 1 (given A’s first response z, and sk). We refer to such a by as “valid”. Similarly,
if by is valid, then, by construction,
a®b=s. (11)

Summing Equations (10) and (11) together gives by & b1 = s (where s is the bit that was actually sampled in (i)).
Since A’ outputs precisely s’ = by @ by, we have that

Pr[A" wins] = Pr[s’ = s] > Pr[bg and b, are valid] . (12)

Now, for fixed pk and z, define
pk’io := Pr[bg is valid | pk, 2] ,

Puwin
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pk,z
win,l

and define p analogously using b;. Then, we have

Pr[A’ wins] > Pr[by and b; are valid]

K, K,
=E s¢-{0,1} {mei,a 'me;,l}
(pk,sk)(—.FGen(l’\,s)
z<A(pk)
k k
> E 5+{0,1} [pfm’;,o + Plina — 1} (13)
(pk,sk)«F.Gen(1%,s)
z+A(pk)
L/ ok, K
=2-E s+—{0,1} {2 (pﬁ;ii,o +p?m";,1)] -1, (14)
(pk,sk)+F.Gen(1*,s)
z<—A(pk)

where (13) follows from the inequality « - y > x + y — 1 for all z,y € [0, 1] (subtracting « from both sides makes
this inequality apparent).
Now, notice that

1 z z .
E s+{0,1} |:2 (pﬁuki’n,o + pfuki777,,l):| = PI‘[A Wll’lS] . (15>
(pk,sk)+F.Gen(1*,s)
z<A(pk)
Thus, plugging this into (14), gives
! . . 3 1
Pr[A’ wins| > 2 - Pr[Awins] —1=2- Z+5 71:§+25, (16)

as desired.
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Part I1
A Computational Test of Contextuality—for size 2
contexts

6 Contextuality Games

We start by defining contextuality games. This section uses the list/vector notation from Section 3.1.

Definition 12 (Contextuality game, strategy, value). A contextuality game G is specified by a tuple
(Q, A, C* pred, D) where

« @ is a set of questions.

« A is a set of answers.

o Gl js a set of subsets of ). We refer to an element of C*!! as a context.
« D is a distribution over contexts in C*!, and

« pred is a binary-valued function. It takes as input pairs of the form (a, C), where C € C*! anda € AIC!. We
think of a as being indexed by the questions in C, and we write alg] € A to represent the answer to question
qeC.

G can be thought of as a 2-message game between a referee and a player that proceeds as follows:
(i) The referee samples a context C' <— D and sends C' to the prover.
(ii) The player responds witha € AlCl,

(iii) The referee accepts if pred(a, C') = 1.

A strategy for the game G is specified by a family P of probability distributions (one for each C € C?!), where Pa|C]
can be thought of as the probability of answering a on questions in C.
We define the value of G with respect to a strategy P to be

val(P) := > pred(a,C)- P(alC) - Pr[C].
CeCall acAlCI
where Prp[C] denotes the probability assigned to C' by D.

Remark 13. One can assume that all contexts C' € C?!! have the same size without loss of generality by adding
additional observables, and having the predicate pred remain unchanged (i.e. the predicate does not depend on the
values taken by the additional observables).

Let us consider the magic square as a contextuality game to clarify the notation.

Example 4 (Magic Square Contextuality Game). The set of questions is

Q:={(1,1),(1,2),(1,3),(2,1),(2,2),(2,3),(3,1),(3,2),(3,3)} ,

A= {+1, -1} and C?! consists of all rows and columns of this matrix, i.e. subsets of the form {(r, 1), (r, 2), (r, 3)}
for r € {1,2,3} and {(1,¢),(2,¢),(3,¢)} for ¢ € {1,2,3}. The distribution D uniformly selects an element C' <
C?!! ie. it samples either the row or column uniformly. The predicate pred(a, C') is 0 unless the following holds:

I1 ald = {_1 it C'={(1,3),(2,3),(3,3)}

eC 1 else.

Call this game, Gyasq = (Q, 4, C?!! pred, D), the magic square game.
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The game only becomes meaningful when the strategies that the players follow are somehow restricted. Thus,
to consider non-contextual and quantum values associated with a contextuality game G, we must first define the
corresponding strategies.

For the following two definitions, let G = (Q, A, C*!) be a contextuality game.

Definition 14 (Classical/Non-Contextual Strategy for G | Syc(G)). We write a joint probability distribution over
answers to all questions in () as

Pjoint [ajoint] € [Oa 1]
where ajoint is a vector of length |Q|, indexed by Q. A strategy P is a non-contextual strategy if Pla|C] is derived
from some joint probability Piint[@joint), i.e.

P(alC) = Z Pioint (Qjoint)

Ajoint ‘Ajoint [C]=2a

where by ajoint [C] = a we mean that ajoint [q] = a[q] forall§ € C.'® The set of all non-contextual strategies is denoted
by Snc(G).

We now define a quantum strategy for G. It would be helpful to first define “qstrat”—a state and collection of
observables—consistent with a contextuality game G.
The quantum strategy for a contextuality game G is defined as follows.

Definition 15 (Quantum Strategy for G | Sg.,(G)). Given a contextuality game G, consider a triple
gstrat := (#, [¢) , O),

where H is a Hilbert space, |1)) € H is a quantum state and O is a list of Hermitian operators (observables), indexed
by the questions Q (i.e. Olg] is an observable for each q € Q) acting on H. Furthermore, suppose that O satisfies the
following:

(i) Spectr[O|[q]] C A forallq € Q, i.e. the values returned by the observables correspond to potential answers in the
game.

(ii) [O[q], O[¢]] = 0 forall q,q' € C, for each C € C?, ie. operators corresponding to the same context are
compatible.

A strategy is a quantum strategy, i.e. P € Sq,(G), iff there is such a triple gstrat := (H, |¢) , O) satisfying

Pla|C] = Pr[Start with |1)) measure O[C| and obtaina] V a,C. (17)
To be concrete, consider the Magic square as an example.

Example 5 (gstrat for the magic square). For the magic square as in Example 1, the optimal quantum strategy
corresponds to using gstrat := (H, [1) , O) where H := C2 x C2, |+)) € H is any fixed state, say |¢)) = |00), and O

is specified by the following (indexed by the questions () in some canonical way):

X Z®I 70X
Xel I®Z X®Z (18)
X@X ZoZ XZ@XZ.

Note that this is not the most general strategy, i.e. one could have different operators for each context and the
operators in a given context may not even commute. Why then, do we restrict to the strategies defined above?
This is because, as explained briefly in the introduction, the appeal of a contextuality test is that even by only
measuring commuting observables at any given time, one can find scenarios where the idea of pre-determined values
of observables becomes untenable.

While conceptually appealing, the main obstacle to testing contextuality using the contextuality game is that it
is unclear how the provers’ strategies can be restricted to the ones above. As noted earlier, when one considers a
Bell game as a contextuality game, spatial separation automatically restricts the provers’ strategies in this way.

Assuming that the provers follow only these restricted strategies, one can nevertheless define the classical/non-
contextual and quantum value of the contextuality game.

8Note that ajoint is a vector of length |Q| while a is a vector of length |C].
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Definition 16 (Non-Contextual and Quantum Value of a Contextuality Game G). Let G = (Q, A, C*!', pred, D) be
a contextuality game (see Definition 12 and recall the definition of val). The non-contextual value of G is given by

valNC := max val(P) andsimilarly valQu:= max val(P).
PeSnc(G) PeSqu(G)

is the quantum value of G.
Before moving further, we quickly note what these values are for the magic square.
Example 6 (Magic Square Contextuality Game (cont.)). Let Gy asq be as in Example 4 and note that
valNC = 5/6, while valQu=1
using the Magic-Square con-instance as in Example 5.
The KCBS example (Example 3) mentioned in the introduction, in this notation, can be expressed as follows.

Theorem 17 (KCBS). There exists a contextuality game G with vaINC = 0.8 < valQu = % ~ 0.8944 where the

quantum strategy can be realised using qutrits and five binary valued observables (i.e. gstrat := (H, |v) , O) is such
thatdimH = 3, |Q| = |O| = 5 and A = {£1}).

7 Criteria for being an operational test of contextuality

We briefly mentioned in the technical overview that an “operational test of contextuality” has a close correspondance
with a contextuality game. In this section, we formalise what we mean by this correspondence.

As alluded to in the discussion above and in Section 2.2, it is reasonable to assert that the most general non-
contextual physically relevant model of computation is simply a probabilistic poly time Turing machine. Thus, any
proof of quantumness, i.e. any test that distinguishes a PPT machine from a quantum machine, may be taken to be
a proof of contextuality. In other words, quantumness and contextuality become equivalent notions, in accordance
with this definition.

This, however, is unsatisfactory because quantumness could be arising from some other non-classical feature of
quantum mechanics which may have no a priori connection to contextuality. For instance, (assuming factoring is
hard for a PPT machine) equivalence of quantumness and contextuality would mean that factoring serves as a proof
of contextuality. Yet, it is unclear how Shor’s algorithm demonstrates contextuality in any direct way.

One proposal could be that a satisfactory test must be “universal” in the sense that corresponding to each con-
textuality game, there should be a systematic way to construct a corresponding test such that the completeness and
soundness values of the test correspond to the quantum and noncontextual value of the underlying contextuality
game. A little thought shows that this is not enough, as illustrated by the example below.

Example 7. The example uses a general non-interactive proof of quantumness as an ingredient: Let PoQ =
(Gen, Verify, Cert) denote a proof of quantumness protocol where Gen, Verify are PPT algorithms and Cert is a QPT
algorithm. Here, Gen generates a challenge, Cert generates a response to the challenge and Verify tests whether the
response is valid. For simplicity, we take them to satisfy the property that no PPT machine can make Verify accept
while Cert always produces a valid certificate, i.e. PoQ has perfect completeness and soundness. Given a contextu-
ality game G, the protocol is the following: the verifier runs a proof of quantumness protocol PoQ and if the prover
passes, the verifier accepts with probability G.valQu and if the prover fails, accepts with probability G.valNC.

Verifier Prover
chall + PoQ.Gen

chall
—
™
%

if 7 is a valid response for chall
(i.e. PoQ.Verify(chall, 7) = 1)

accept with probability G.valNC.

Otherwise

accept with probability G.valQu.
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Evidently, this protocol has completeness ¢ = G.valQu and soundness s = G.valNC.

Example 7 is unsatisfactory as a test of contextuality because, even though its soundness and completeness values
correspond to the classical and quantum values of the game G, this correspondence is artifical: the prover is not asked
a single question that is related to G. We now formalise a stronger and more natural notion of correspondence. To
this end, we introduce some notation.

7.1 Notation

As a starting point towards a candidate “operational test” P for G, consider a proof of quantumness protocol P
involving a PPT verifier V' and a prover P, with soundness s and completeness c. To be concrete, suppose protocol
P involves four messages. Further suppose that the messages are parsed as follows:

Verifier Prover
ty,t2
S

t3,ta

ts,te

t7,ts

For instance ¢; could be a public key and ¢5 could be an encrypted message.

Mapping messages in P to questions/answers in G. Let G = (Q, A, C®!! pred, D). We require that P classifies
each message into one of three categories: (1) a question in G, (2) an answer in G or (3) other. More precisely, we
require that P specifies a map map, for each message ¢;.

For indices ¢ corresponding to messages received by the prover (in our example, t1,t2, 5, tg), map, is either

« the constant L output map, map= (i.e. map* outputs L on all inputs) or
« amap r; : C; — @ from the set of possible messages C; to a question in the game G.

One can think of r; as a “decoding map” for the underlying question.
For indices 7 corresponding to messages sent by the prover (in our example ¢3, 4, t7, tg), map; is either

« the constant | output map mapJ‘ or
« amap s; : A — C; from the set of answers A in the game to possible messages C;.

Similarly, one can think of s, as an “encoding map” for the underlying answer. Continuing in the same vein as the
example above, suppose ¢; = pk is a public key for some encryption scheme and to <— Encpk(g) is an encryption of
a question ¢ € Q. Then, a natural choice for the corresponding maps is map,; = map* and map, = Decg, where
sk is the secret key corresponding to pk. Note that we gave one choice for these maps but P can specify these maps
arbitrarily. The non-triviality arises from the requirements we place on P, using these maps.

Faithfulness to G. In order to capture the fact that protocol P is faithfully executing an instance of the game
G, and not rewarding some other capability of the prover, we consider two families of “simulators”. These are
computationally unbounded machines and are meant to simulate either a classical or a quantum strategy. The idea
is that using {map; }; one can isolate the messages that correspond to questions and answers in the game G. One can
then define machines that answer these questions non-contextually, or using a quantum strategy, and can behave
arbitrarily otherwise. More precisely, we have the following:

+ A classical simulator S; ..« is an unbounded machine that is designed to interact with V' and responds to
“encoded” questions (as specified by {map,};) using some non-contextual assignment 7 :  — A ie. the
simulator decodes the message ¢; using r; to recover a question ¢ € @, computes a = 7(g) and responds
with the encoding s;(a), for each pair of message indices (i, j) corresponding to a question and its answer.
It responds to the remaining messages using an arbitrary strategy specified by'® aux. We denote by Sx¢ =
{57 aux } r.aux the set of all classical simulators.

Here, aux may be thought of as describing the “program of a Turing Machine” and may involve potentially unbounded computation.
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+ A quantum simulator Sgstrat,aux is an unbounded machine that is also designed to interact with V' and responds
to the “encoded” questions using gstrat = (|¢) , O) of G (see Definition 15) but responds to the remaining
messages using an arbitrary strategy specified by aux. We denote by Sqy = {Sgstrat,aux }qstrat,aux the set of all
quantum simulators.

In addition to the simulators, we will also require P to specify an efficient classical procedure qProver that maps
any (classical description of a) quantum strategy

gstrat = (|¢),{01,02...})

:O
for G to a QPT prover
qProver(gstrat) = Pystrat

that is designed to interact with the verifier V' in protocol P. qProver must satisfy the following “marginal” require-
ment: the behaviour of Pyerat When asked questions within a context {¢;...qx} = C € C*! under the encoding
specified by {map, }, depends only on the state |¢) and observables O[C] = {Oy,, . .. Oy, } but not on the remaining
observables O[Q\C] = O\O[C] = O\{Oy,, ... Oy, }, specified by gstrat. Just as the case when qgstrat is played in
G and questions are asked in C, the remaining observables don’t make any difference.

7.2 Criteria

We can now state our definition. We ignore negligible additive factors for clarity.

Definition 18 (Operational Test of Contextuality). We say P is an operational test of contextuality if there exist s
and ¢ (where s < c) such that, in addition to being a proof of quantumness with soundness s and completeness c, P is
faithful to some contextuality game G. We say P is faithful to G = (Q, A, C?!!, pred, D) (with parameters s and c) if
the following hold:

1. Well-formedness: P must specify maps {map, }; and the procedure qProver as described above. Moreover, for any
possible set Q' of questions that the verifier V' asks in a single execution, i.e.

Q/ = {mapz(tl)}ltlz’rl ) (19>
we require that the questions belong to some context, i.e. Q' C C for some context C € C?!L.

2. G-soundness: For all classical simulators, i.e. S € Snc, the probability that the verifier V accepts when interacting
with S should be at most the classical value s, i.e.

Pr(l« (V,8)<s V Se€Snc.

3. Decision Faithfulness: For all S;.u,x € Snc, consider the questions Q' asked by V (see Equation (19)) in an
execution of (V, Sy aux)-

(a) If Q' asks all questions in some context, ie. Q' = C for some C € C?!, then the verifier outputs
pred(7[C], C).
(b) Otherwise, the verifier outputs 1.

4. G-completeness: Given qProver, the following must hold:

(a) Quantum completeness.
First, there should exist qstrat = (|¢) , {O1, O3 ... }) (as in Definition 15) such that Pr [1 < (V, Pyetrat)] =
¢ where qProver(qgstrat) =: Pystrat-
Second, for every Pqstrat, there is a quantum simulator, i.e. Sgstrat,aux € Squ, satisfying the following: the
transcript transcript(V, Sqstrat,aux) produced by the interaction of Sqstrat,aux With V' is distributed identically
to the transcript transcript(V, Pystrat) produced by the interaction of Pysyrar With V. In particular, this implies

3 qutrat,aux S Squy s.L. PI‘[l — <‘/7 qutrat,aux>] =Pr [1 — <V7 qutrat” .

(b) Classical completeness.
For every gstrat consisting of commuting observables, i.e. [O;,0;] = 0 for all O;,0; € O, there is a PPT
prover P such that transcript(V, P) is distributed identically to transcript(V, Pystrat)-
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7.3 Justification

According to Definition 18, if a proof of quantumness protocol P is faithful to a contextuality game G, it must specify
a mapping {map, }; relating it to G. Now if a prover wins with probability greater than s, from Condition 2 we know
that there is no way of interpreting the behaviour of this prover as being consistent with a non-contextual assignment
in G (via {map,};). Condition 3, ensures that the criterion for rewarding/penalising a prover is determined solely
by the predicate of G (via {map,};). Finally, Condition 4 requires that there is a systematic procedure qProver
for converting any quantum strategy in G to a prover in P. The marginal condition on qProver basically ensures
that the procedure does not artificially produce a different prover when all observables commute vs when they do
not. Condition (a) says that qProver produces provers whose behaviour is consistent with a quantum simulator
implementing the same quantum strategy and that the best strategy achieves the completeness value c. Condition
4 (b) ensures that when observables do commute (i.e. we are in the non-contextual setting), the behaviour of the
prover produced by qProver can be understood in terms of a non-contextual model, i.e. a PPT machine.

We now introduce these requirements sequentially, illustrating why each one of them plays a crucial role in
ruling out unsatisfactory notions of operational tests of contextuality.

« Condition 1 is a very basic requirement. For instance, in Example 7, one could assign map map™ to every
message in the protocol and this would satisfy 1.

« Condition 2 ensures the following: Suppose that the messages that map to L are answered by using unboun-

ded computational power. Even in this case, as long as the messages that correspond to questions/answers in
G (as specified by the protocol P) are answered non-contextually, the condition requires that one cannot do
better than a PPT machine.
For instance, Example 7 fails to satisfy this requirement: an unbounded classical simulator S' € Syc can easily
produce a valid proof of quantumness and make the verifier accept with probability G.valQu which is greater
than the soundness value s = G.valNC. Clearly, Example 7 was a very simple construction. Consider the less
trivial construction in Example 8 below where the verifier asks questions in the game G, in addition to request-
ing a proof of quantumness, but only considers the prover’s answers when the PoQ 7 is valid. Using natural
maps {map,} (i.e. map; = map, = map, = map; = [, map; = maps = map~) it is immediate that Con-
dition 2 is satisfied by this construction: even if a simulator S € Syc provides a valid proof of quantumness,
the verifier does not accept with probability more than G.valNC. Yet, this construction is intuitively unsat-
isfactory as a test of contextuality because it is completely neglecting the answers a1, a2 given by a classical
prover.

Example 8. Given a contextuality game (with size-two contexts) G, the verifier proceeds as described (where chall
and 7 are as in Example 7). This protocol satisfies Conditions 1 and 2, but fails to satisfy 3 (a) (see Definition 18).

Verifier Prover
(q1,q2) = C + C* chall < PoQ.Gen

(t1,t2,t3)=(q1,92,chall)

(tasts,te)=(a1,az2,m)

If 7 is invalid, i.e. PoQ.Verify(chall, 7) = 0,
accept with probability G.valNC

else, i.e. PoQ.Verify(chall, ) = 1
output G.pred(ay, as, q1,q2)

« Condition 4 is also satisfied by Example 8 and this illustrates why the last condition (below) is so crucial.

+ Condition 3 is where Example 8 finally fails: Consider two simulators S; aux, Sr.aux € Snc wWhere the assign-
ment 7 corresponds to a game value v < G.valNC and aux corresponds to producing the correct proof of quan-
tumness while aux’ corresponds to producing an invalid proof of quantumness. Condition 3 (a) requires that
Pr[l + (V, 57 aux)] = Pr[l <= (V, S: aux )] but, Pr[l <= (V, S; aux)] = vand Pr[l < (V, S; aux)] = G.valNC.

« The relevance of Condition 3 (b) is evident from Example 9 below, where the verifier starts by asking for a PoQ
certificate and only if this is valid does it ask the questions for the contextuality game G; otherwise it simply
rejects. Intuitively, this is unsatisfactory because a classical prover is not even able to see the questions in G,
let alone answer them (unlike Example 8). Yet, none of the previous conditions are violated. Such cases are
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excluded by Condition 3 (b) because it requires that no prover can be penalised unless all questions in some
context are asked.

Example 9. Given a contextuality game (with size-two contexts) G, the verifier proceeds as described below (where
chall, 7 are as in Example 7). It is easy to see that that this protocol satisfies Conditions 1 and 2 but not 3 (b), with
s = G.valNC and ¢ = G.valQu.

Verifier Prover
chall + PoQ.Gen
t1=chall
B
t2:71'

If 7 is valid (i.e. PoQ.Verify(chall, ) = 1) If 7 valid:
ask (q1,q2) = C « o (t3,ta)=(q1,92)
receive (a1, a2), and (ts,t6)=(a1,a2)
Output pred ((117 az,q1, q2) out=pred(a1,a2,q1,92)

Else .

. otherwise:
reJeCt. out=reject
e

Here, we take the soundness value?® s = G.valNC while the quantum value is ¢ = G.valQu.

« All examples we have considered so far, have failed at least one of the criteria discussed above. However, it is
easy to verify that Example 8 and Example 9 above both satisfy Condition 4 (a), using the natural choice for
gProver. We now consider an example, Example 10 (below), that satisfies all conditions above Conditions 1, 2,
3 and Condition 4 (a) and yet, it is unsatisfactory.

— The idea in Example 10 is to “help” the prover recover the post-measurement state, only if it produces a
proof of quantumness certificate. More precisely, the verifier asks a QFHE encrypted question §; together
with a proof of quantumness challenge chall. The prover is expected to respond with an encrypted answer
a1 together with a certificate for the proof of quantumness, 7. The verifier then sends the second question
@2 together with a string s. If the prover provided a valid certificate 7, the string s is a key that allows
the prover to decrypt any homomorphic computation performed using ¢; (in particular, the prover can
learn the post-measurement state; and also g itself). Otherwise s is some irrelevant random string. The
verifier expects an answer ay and accepts if pred(aq, as, ¢1,q2) = 1.

— This seems unsatisfactory because the construction hinges entirely on the proof of quantumness: a prover
who is given the ability to pass the proof of quantumness (as a black-box), but who is otherwise classical,
is able to win the game with probability 1 (assuming QFHE.Eval is classical for classical circuits).

— Formally, it is easy to check that all conditions are satisfied (using natural maps) except Condition 4 (b).
However, there does not seem to be any procedure qProver that satisfies both quantum completeness
and classical completeness simultaneously. For instance, the natural choice for qProver(qstrat) = Pystrat
(recall gstrat = ({O1,05 ...}, |¥)) is simply to answer §; by measuring Oy, on |¢)) homomorphically,
produce 7 corresponding to chall, then use the key sent by the verifier to recover the post-measurement
state and measure O, on this state to obtain the answer as. Now, it is immediate that even when
all observables commute, there is no PPT prover that can produce the same transcript as FPystrat (When
interacting with the verifier)—a PPT prover cannot produce a valid proof of quantumness certificate. One
might try to modify the qProver procedure so that it does not produce a proof of quantumness certificate
7 when the observables commute, but the marginal requirement rules out any such attempt. Finally, if
qProver never produces a valid proof of quantumness, it cannot produce a FPyetrat that makes the verifier
accept with probability ¢ > s.

Example 10. Given a contextuality game (with size-two contexts) G, the verifier proceeds as described below (where
chall, 7 are as in Example 7 while the QFHE scheme is as in Definition 5).

20Even though it is clear that every PPT prover succeeds with at most negligible probability; If one, in fact, takes s = 0, then Condition 3 (a)
is already violated.
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Verifier Prover
(q1,q2) = C < C1
sko, sk1 « QFHE.Gen
g1 + QFHE.Encg, (q1)
chall < PoQ.Gen

(t1,t2)=(g1,chall)
b = PoQ.Verify(chall, 7)
a; = QFHE.Dec, (a1)
(ts5,t6)=(gq2skp)
—_—

tz=az
%

output pred(ay, ag, q1, q2)

We conclude this discussion by noting that in Condition 4b, having computational indistinguishability of the
transcripts does not suffice. To see this, observe that in Example 10, if messages to, t4, t5, tg, t7 are exchanged under
homomorphic encryption (with an independent key), then it is straightforward to construct a PPT machine that
produces a transcript that is computationally indistinguishable from that produced by Pystrat. In fact, one can apply
such a transformation quite generically, rendering Condition 4b irrelevant, if only computational indistinguishability
is demanded.

8 OPad | Oblivious U-Pad

Before describing our compiler, we introduce the oblivious pad primitive, and show how to construct it.

8.1 Definition

Let U := {Uj } ke i be a set of unitaries acting on a Hilbert space H, where K is a finite set.

Definition 19. An Oblivious U-Pad (or an OPad) is a tuple of algorithms (Gen, Enc, Dec) as follows:
« Gen is a PPT algorithm with the following syntax:

- Input: 1 (a security parameter in unary).
— Output: (pk, sk).

« Enc is A QPT algorithm with the following syntax:

— Input: pk, a state p on H.
- Output: a state o (also on H) and a string s.

« Dec is a classical polynomial-time deterministic algorithm with the following syntax:

— Input: sk, s.
- Output: k € K.

« Samp is a PPT algorithm with the following syntax:

— Input: pk
— Output: a string s

We require the following.

« Correctness: There exists a negligible function negl such that, for all p on H, A € N, the following holds with
probability at least 1 — negl(\) over sampling (pk,sk) <— Gen(1*), and (o, s) < Enc(pk, p):

0 ~negl(A) UkPUJI )
where k = Dec(sk, s).
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« Soundness: For any PPT prover P, there exists a negligible function negl (not necessarily equal to the previous one)
such that, for all A € N, P wins in the following game with probability at most 1/2 + negl()).

Prover Challenger
(pk,sk) < Gen(1%)
pk
%
(The PPT prover can proceed
arbitrarily)
ER
b+« {0,1}
]{30 — K
k1 = Dec(sk, s)
ky
<_
b/
—
Accept if b/ =

o Classical range sampling: Samp can sample a string s from the same distribution as Enc, i.e. for all p € ‘H, and
for all unbounded distinguishers D, it holds that

|Pr[1 < D(s) : s < Samp(pk)] — Pr[1 < D(s') : (s’,0) < Enc(pk, p)]| < negl()\)

where pk + Gen(1%).

8.2 Relation between the OPad and proofs of quantumness

On a first read, one may skip to Section 8.3 where we instantiate the OPad in the random oracle model. Here, we
briefly discuss the relation between the OPad and proofs of quantumness. We describe how the OPad implies a
proof of quantumness and discuss how proofs of quantumness can be used to realise some properties of the OPad.?!

OPad implies proof of quantumness. A 4-message proof of quantumness is immediate. Consider the case where
U = (I, 04, 0y,0.) indexed by K = (0, z,y, 2) of size 4. Observe that the security game for the OPad immediately
yields a proof of quantumness. From the security guarantee, there is no PPT algorithm that wins with probability
non-negligibly greater than 1/2. Yet, there is a quantum prover that can distinguish kg from k; with probability at
least 3/4.

2The latter was pointed out by an anonymous QCrypt reviewer.
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Prover Challenger

L1 (pk, sk) «— Gen(1))
Start with |1), and
apply Enc on |1) to obtain (U, [1), s) < Enc(pk,|1))
X
b+« {0,1}
]CO — K
k1 = Dec(pk, sk, )
3
Measure U, ,Ib Uy |1) in the standard basis.
If the outcome is 1),
set b = 1.
Else
set ) = 0.
LA
acceptif b’ = b

It is elementary to check that the prover succeeds with probability 3/4: when b = 1, the prover always reports
b = 1 but when b = 0 the prover reports b’ = 0 with probability at least half (because for any B € U there are two
distinct A, A" € U such that (0] AB|1) = (0| A’B|1) = 1).

One can also construct a 2-message proof of quantumness protocol where the challenger samples (pk, sk) <«
Gen(1*), sends pk and accepts if the prover returns k' = Dec(sk, s).

Non-interactive proofs of quantumness imply a weakened variant of OPad. Any non-interactive proof
of quantumness protocol allows one to construct a weakened variant of OPad.?? The idea is best illustrated by
considering factoring. Let OPad =: (Gen, Enc, Dec) and proceed as follows:

« Gen: Generates a random large composite number N and returns (pk, sk) := (N, N).

* Enc(pk, W)>)

— Samples k + K,
- Obtains a factor (using Shor’s algorithm) F' of N and defines s := (k, F')
- Returns (Ug [¢) , s)

« Dec(sk, $):

- Parses s = (k, F)
— If F'is a factor of N then
outputs k.
Otherwise
outputs k' + K.

While correctness is immediate, this construction may seem unsound since Enc is revealing & in the clear. However,
the point is that no PPT machine can produce a “valid encryption” (i.e. one that encodes a factor), and the decrypt
procedure outputs a random value from K upon being given an “invalid encryption”. Effectively, this means that
a PPT machine can only have the decrypt algorithm output a random value from K which is exactly what the
soundness condition demands.

There are two issues with this construction. First, the Dec procedure is randomised while the definition requires
it to be deterministic. But more importantly, second, there is no Samp procedure that can sample from the range of
Enc—no PPT procedure can produce correct factors of V.

22This observation is due to an anonymous QCrypt referee.
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The first issue is not too hard to resolve (described below) but to resolve both simultaneously, we use the random
oracle model.

Hardness of integer factoring implies OPad without efficient range sampling. We outline the idea here.
Let S = (S.Gen,S.Enc, S.Dec) denote a classically CCA-secure public key encryption such that (a) S.Dec is a
deterministic algorithm and (b) there is an efficient quantum algorithm QBreak that correctly decrypts any ciphertext
without needing the secret key. Such a scheme is known, based on integer factoring [HKS13]. Suppose (pk’, sk’) <
S.Gen(1*). Then the OPad is constructed as follows:

« OPad.Gen(1%)
Runs (pk’,sk’) < S.Gen(1%)
Samples pad + K

Computes pk := (pk’, S.Encyy (pad)) and defines sk := (sk’, pad)
Returns (pk, sk)

« OPad.Enc(pk, [))

Samples kK

Recovers pad from pk using QBreak
Defines k = pad @ k
Applies Uy, to the input state |¢))

Computes s < S.Ency (k)
Returns (Ug [¢) , s)

« OPad.Dec(sk, s) returns k := S.Decg (s) @ pad.

Correctness is again immediate. Soundness also holds intuitively: no PPT prover should be able to win the security
game for the OPad as long as S is CCA secure. However, again, we do not have efficient range sampling in this case.

8.3 Instantiating the OPad | Oblivious Pauli Pad

Algorithm 2 below shows how to instantiate an oblivious U-pad in the random oracle model, where U = {X*Z*}, .

where x, z are strings. We refer to this as an oblivious Pauli pad. The instantiation leverages ideas from the proof

of quantumness protocol in [BKVV20]. For convenience, we restate the informal description from Section 2.5. We

describe the encryption procedure for a single qubit, and using a TCF pair fj, f1 (rather than an NTCF as in Al-

gorithm 2). To encrypt a multi-qubit state, one simply applies the following encryption procedure to each qubit.
We take pk = (fo, f1), and sk to be the corresponding trapdoor. Then, Enc,y is as follows:

(i) On input a qubit state |¢)) = «|0) 4+ S |1), evaluate fy and f; in superposition, controlled on the first qubit,
and measure the output register. This results in some outcome y, and the leftover state o |0) |zo) + B |1) |x1),

where f(z¢) = f(z1) = y.

(i) Compute the random oracle “in the phase”, to obtain (—1)" (@) |0) |zg) + (—1)7 1) 3|1) |21 ). Measure the
second register in the Hadamard basis. This results in a string d, and the leftover qubit state

|wZ> — Zd-(l‘o@l‘l)JrH(Zo)JrH(Il) |w> .

(iil) Repeat steps (i) and (ii) on [tz ), but in the Hadamard basis! This results in strings 3y’ and d’, as well as a leftover

qubit state
|1/)XZ> — Xd/'(mf)@mll)JfH(%)JrH(w/l)Zd'($o®$1)+H(mo)+H(ﬂc1) W)> ’

where x{, and 2 are the pre-images of y/'.
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Notice that the leftover qubit state |¢)xz) is of the form X®Z# |1)) where x, z have the following two properties: (a)
a verifier in possession of the TCF trapdoor can learn z and z given respectively y, d and ¢, d’, and (b) no PPT prover
can produce strings y, d as well as predict the corresponding bit z with non-negligible advantage (and similarly for
x). Intuitively, this holds because a PPT prover that can predict z with non-negligible advantage must be querying
the random oracle at both x¢ and z; with non-negligible probability. By simulating the random oracle (by lazy
sampling, for instance), one can thus extract a claw xg, 1 with non-negligible probability, breaking the claw-free

property.

Algorithm 2 Oblivious Pauli Pad

Let
« F be an NTCF family (see Definition 7).
« |¢) € H be a state acting on .J qubits.
« H:{0,1}* — {0, 1} denote the random oracle.
Define:
. Gen(1):
- Execute (pk, sk) < F.Gen(1%) and output (pk, sk).
« Enc(pk, p):
- Foreachje{l...J},
execute qubitEnc (as described in Algorithm 3) on qubit j of p using the public key pk, and
use (k;, s;) to denote (k’, s’) as in Equation (24).
- Letk = (k1...ky),and s = (s1...5sy). Denote the resulting state by oy.
— Return oy, and s.
« Dec(sk, s):
- Foreachje {1...J}
denote by k; the output of qubitDec(sk, s;) (as described in Algorithm 4).*
- Return k = (ky ... k;).
« Samp(pk):

- Foreachj e {1...J},
sample s; <— sSamp(pk) (as described in Algorithm 5).

- Return s = (s1...57).

ZNote that qubitDec does not output a qubit, but just a classical string! Nonetheless, we choose to call it qubitDec, since the output are the
quantum one-time pad keys associated to the qubitEnc procedure.
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Algorithm 3 qubitEnc

qubitEnc(pk, |1}) where |¢)) is a single qubit state (extended to mixed states by linearity)

« Without loss of generality, suppose the state of the qubit is given by |¢)) = «|0) + F1).

« Proceed as follows

[¥) = |0) + B[1)

= Y (Fufpo@)®)10) @) y) + B/ (F-flu1 (@) () 1) |2) ly)

reX ,Yyey

Re Y a/(Ffao@)®)10) [2) [y) + B/ (F-fora (@) () 1) |2) [y)

reX,ycy
= (a|0) |zo) + B1) [21)) [y)

= (=D 0) feo) + (- 1)1} a1)) Iy)

o (1)t 00 o) + (~1)y = e 1)) [d) )

— Z @)@ HHED) [4) () |y)

=:¢)

Relabel (d, y, zo, 1) to (dz,yz,z0,721)-

Using F.Samp

where € is negligible

Measuring the last register to get some y,
where y is s.t.

F.foro(zo) = F-fora (1) = v.
Applying the random oracle

H in the phase.

Measuring the second register

in the Hadamard basis to get some d.

« Denote by |¢) = o' |[4+) + 8" |—) the state of the first qubit in Equation (20). Continue as follows

o [+) + 581

=Y ay[(Fufho@)®) [+ 12) |y) + B/ (F- 1 (@) () =) |2) y)

reX,yey
proceed as above to obtain

= X & (@ode)+H (o) +H (1) |4 |d) |y)

Relabel (d, y, 2o, z1) to (dx,yx,Tx,0,Tx,1)-

Now note that the final state in Equation (22) can be written as

Up to a global phase.
(20)
(21)
By applying Samp.

Up to a global phase. (22)

Xphase(dx,atxyo,mXJ)thase(dz,xz,o,a:ZJ) ‘w> (23)
where phase(d, xo,z1) :=d - (x0 ® 1) + H(xo) + H(z1).
Define
k' := (phase(dx,zx.0,2x,1), phase(dy, zy,0,2y,1)), and s’ := (dx,yx, dz,yz). (24)

Return the state in Equation (23), and s'.
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Algorithm 4 qubitDec
qubitDec(sk, (dx,yx, dz,yz))
—_—————

s/

« From yx, compute xx o = F.Inv(sk,0,yx) and zx 1 = F.Inv(sk, 1, yx).
« Similarly, from yz, compute xz o = F.Inv(sk,0,yz),xz1 = F.Inv(sk, 1,yz).
 Compute k' as in Equation (24), i.e.
k" = (phase(dx,zx.0,7x.1), phase(dy, xy,0, Ty,1)) (25)
where phase(d, xg,21) :=d - (xo D x1) + H(xo) + H(x1)

« Return k'

Algorithm 5 sSamp

sSamp(pk)
» Sample xx < X and zy < X (where X is specified by the NTCF F and the security parameter).
« Evaluate yx = F. foro(zx) and yy = F. foko(zy).
« Sample dx < X\ {0} and dy < X\ {0}.

« Return (dx,yx,dz,yz).

Lemma 20 (Correctness and Efficient Range Sampling). Suppose F is an NTCF as in Definition 7. Then, Algorithm 2
satisfies both the correctness and the efficienc range sampling requirements in Definition 19.

Proof. This is straightforward to verify given the properties of the NTCF.
O

Lemma 21 (Soundness). Suppose F is an NTCF as in Definition 7. Then, Algorithm 2 satisfies the soundness requirement
in Definition 19.

Proof. We first analyse the simpler game G (described below) and then observe that the reasoning carries over to the
soundness of Algorithm 2.
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Prover (P) Challenger (C)

(pk, sk) « Gen(1*)
pk
%
s
b+ {0,1}
ho {0, 1}
h1 = H(xo) ® H(x1) where
xg = F.Inv(sk, 0,y) and
x1 = F.Inv(sk, 1, y).
hy
%
b/
—
Acceptif ¥’ = b

Intuitively, it is clear that no PPT prover P wins with probability more than 1/2 + negl because if a PPT prover
can distinguish hg from A, it must know H at both 2y and x; with non-negligible probability. By simulating the
random oracle, one can then construct a PPT algorithm to extract preimages ¢, 1 of y. This violates the claw-free
property of F.

Formally, suppose that P succeeds with probability at most 1/2+ 7 for some non-negligible function 7. We show
below that the following straightforward reduction extracts preimages xg, z1 of y with non-negligible probability:

Challenger F.C, for the

Prover (P), Reduction R that uses P claw-free property of F

queries to H are
simulated by R

Answer queries to H made by P
by maintaining a database D. If
the query to H is at x, check if D
contains z, otherwise sample

val <— {0, 1}, respond with val
and append (z, val) to D.

(pk, sk) <+ Gen(1*)

hO — {07 1}

=T kT

Ignore b'.

Check if D has two inputs (x, z1)
with the same output y under F
(i.e. F.Chk(pk,0,zq,y) =
F.Chk(pk, 1,21,y) = 1).
Otherwise, set zg = 21 = 0.
(z0,71,Y)
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We lower bound the success probability of R. Assume, without loss of generality, that P does not repeat queries.
Let F be the following event, during the execution of P, interacting with C: P makes a query at « € {x¢, z1} such
that after this query, both x4 and x; have been queried.

Note that =E means that, by an information theoretic argument, P cannot distinguish the random variable
H(xzo) ® H(x1) from a uniformly random bit.

Suppose P interacts with C. Then,

Pr[P wins] = Pr[-FE] Pr[P wins|—E] + Pr[E] Pr[P wins|E].

NB: Prlb = 0|-E] = Pr[b = 1|-E] = £ because Pr[b = 0|-E] = Pr[-E|b = 0]Pr[b = 0]/Pr[~E] and
Pr[-E|b = 0] = Pr[=E|b = 1] because until E happens, b = 0 and b = 1 cannot make any difference in the
execution of the protocol.

Continuing,

1/2 1/2
Pr[P wins| = Pr[=E] | Prlt’ = 0lb = 0 A ~E|Pr[b={=E] + Prt’ = 1|b = 1 A ~E] Prlb=H=E] | +

=Pr[b/=1|b=0A—E]

Pr[E] Pr[P wins|F]

— Pr[-E] . % + Pr[E] - P[P wins|E]

- % + Pr[E]. (Pr[P wins| E] — ;)
and since Pr[P wins] > 3 + 7, it implies that Pr[E] > 7’ for some other non-negligible function 7’. Since
Pr[R wins] = Pr[E], we conclude R, a PPT algorithm, wins against F.C with probability n which contradicts
the claw-free property of F.

To use this result, we first need to generalise to the case of multiple ys. This is also quite straightforward.
Consider the following game G':

Prover (P) Challenger (C)
(pk, sk) < Gen(1%)
pk
F
Yi---Y2Jg
b+« {0,1}
ho < {0, 1}2‘]
h1 = h11, h21 . h2j)1 where
hjl = H(l‘jo) D H(J)j1) where in
turn
zj0 = F.Inv(sk,0,y;) and
xj1 = F.Inv(sk, 1, y;).
hy
%
b/
—
Acceptif b’ = b

Also consider the modified reduction R’ which is the same as the reduction R, except that it receives y; . .. y27
and at the last step, where it checks D for any two inputs corresponding to any one of the y; . ..ys;. The success
probability of R’ can be lower bounded as before, except that the event F now becomes the following: P makes a
query * € {0, %1} e[27) such that all for at least some j, both ;¢ and . ; have been queried.
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The last step is to relate the game G’ with the soundness game in Definition 19. The main difference between
the two is that instead of hg and &1, the soundness game uses kg and k1 where, for Dec given by the oblivious pauli
pad (i.e. Algorithm 2), k; has the form (for j odd)

ki = (dj - (wjo @ wjn) + H(zj0) + H(xj1), djrr- (Tj510 ©xj11,1) + H(2jp10) + H(zj11,1)).

The reasoning in computing the probability of E goes through as above. The reduction R’ remains unchanged (it
anyway was not computing k7). Assuming that the claw-free property of F holds, we conclude that Algorithm 2
satisfies the soundness condition. O

In Section 9, we show how to use the oblivious pad, along with a QFHE scheme, to obtain a contextuality compiler.
In order for this to be possible, the oblivious pad needs to be “compatible” with the QFHE scheme in the following
sense.

Definition 22 (OPad compatible with QFHE). Suppose a QFHE scheme satisfies Definition 5 with the form of encryp-
tion of n-qubit states specified by {Uy, } ke i as in Equation (5). Then, an oblivious U-Pad (or an OPad) as in Definition 19
is compatible with the QFHE scheme if U = {Up } ke k.

While for our compiler, taking U to be the Pauli group suffices, we give a more general construction below.

8.4 Instantiating the OPad | General Oblivious U-Pad

We informally describe how one can instantiate the oblivious U-Pad more generically for essentially any group of
unitaries U.

To describe the idea, for simplicity, let V. = {I, X'} and suppose the input state is a single qubit state |1). In
the Pauli Pad construction, we used TCFs to apply the unitary Vj, := X% @o®z1)+H(@o)+H(1) ¢ V to |1)) where
k=d-(xo® x1)+ H(zg) + H(xz1). We had defined s := (d,y) where y is the image of 2y and x1. The Enc
procedure returned (V}, [¢) , s). It was, however, not immediate how one would extend this construction to unitaries
beyond the Pauli group.

Now, in order to apply a general unitary U, € U (which does not necessarily have to be a Pauli matrix), we use
TCFs to generate a pair (k, s) as above but on auxiliary qubits, and then apply the unitary Uy, on the input state |1)).
Intuitively, since a PPT algorithm producing (k, s) entails that it must know claws for y (as it must have evaluated
H(z¢) and H (1)), we conclude that this construction satisfies the soundness condition for an OPad.

More precisely, suppose the unitary group U = {Uy} }, is indexed by J-bit strings k and each unitary acts on a
Hilbert space . The corresponding OPad may be instantiated as in Algorithm 6.
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Algorithm 6 Oblivious U-Pad for a general U.
Let

« F be an NTCF family (see Definition 7),
« ¢ > 0 be a fixed small constant, and
<) eH
« H:{0,1}* — {0, 1} denote the random oracle.
Define:
. Gen(1*):
- Execute (pk, sk) < F.Gen(1*) and output (pk, sk).
« Enc(pk, p):

- Foreach j € {1...J}, execute gSamp,(pk) (as described in Algorithm 7) to obtain k = (k1 ...k;) and
s=1(s1...57).

— Return g, := UkpU,I along with s.
o Dec(sk, s):
- Foreachj e {l...J},
« Parse s; =: (d, ).
» From y, compute g = Inv(sk, 0, y) and 1 = Inv(sk, 1,y).

« Compute
kj(Sj) = phase(d, xo, .C(]l)

where phase(d, zo, 1) :=d - (vo ® 1) + H(zo) + H(x1) as before.
- Return k = (k1 ... k;).
« Samp(pk):
- Foreachje {1...J},
sample s; <— sSamp(pk) (as described in Algorithm 8).

- Return s = (s1...57).

Algorithm 7

gSamp; (pk)
Apply the steps listed in Algorithm 3 starting with Equation (21) and ending at Equation (22) to the state |¢) = |0)
to obtain the state

X et H @ HIE) 10) |d) y) = |d - (w0 ® 21) + H (o) + H(21)) |d) |y) -

k;

Return (k;, s;) where s; := (d, y).
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Algorithm 8 sSamp

sSamp(pk)
« Sample x < X (where X is specified by the NTCF F and the security parameter).
« Evaluate y = F. fi0(2).
« Sample d - X'\ {0}.

« Return (d, y).

In light of this, one can also consider the following primitive which implies an oblivious U-pad using the ideas
above.

Definition 23 (PoQ with efficient range sampling). A Proof of Quantumness with efficient range sampling is given by
four algorithms (Gen, gSamp, Samp, Dec) whereqSamp is QPT while Gen, Samp, Dec are PPT. Let (pk, sk) < Gen(1*)
and require that the following conditions hold.

« Correctness. k = Dec(sk, s) for all (k, s) < Enc(pk).

Prover Challenger
(pk,sk) < Gen(1%)
pk
<7
(k, ) < qSamp(pk) ,
2,
b+ {0,1}
ko +— K
k1 = Dec(sk, s)
ky
<7
ky =k, sett =1,
ky £k, setb) =0
v
accept if b’ =b

« Soundness. No PPT algorithm wins the security game above with probability more than 1/2 + negl(1/2).

« Efficient range sampling condition. The distributions of s produced by (k, s) <— qSamp(pk) and s <— Samp(pk)
are identical.
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9 Construction of the (1, 1) compiler

With the Oblivious U-Pad in place, we are now ready to describe our compiler. We start with the compiler for
contextuality games where each context has size exactly 2, i.e. |C| = 2 for all C € C?!!. This subsumes 2-player
non-local games as a special case. We describe the general compilers in Part III, but most of the main ideas already
appear in the |C| = 2 case. In this section, we formally describe our compiler, and state its guarantees. In Section 10,
we provide proofs.

Our compiler takes as input the following:

« A contextuality game G =: (Q, A, C*!, pred, D) with contexts of size 2, i.e. satisfying |C| = 2forall C € C?!I.

« A strategy specified in terms of gstrat =: (#, |¢)) , O) for G (one that achieves the quantum value of G; used
to describe the honest prover)

« A QFHE scheme as in Definition 5 and a security parameter \.

— Let U = {Uyg }rex be the group (up to global phases) of unitaries acting on H, as in Equation (5).

— Recall we use k to denote a classical encryption of k£ under the secret key of QFHE as in Section 3.2.
« An Oblivious U-Pad scheme, OPad, as in Definition 19.

The compiler produces the following compiled game G’ between a verifier and prover (summarised in Algorithm 9).
We describe G', along with the actions of an honest prover that achieves the completeness guarantee.

1. The verifier proceeds as follows:

(a) Sample a secret key sk <~ QFHE.Gen(1%), and a context C' + D according to the distribution specified
by the game D, picks a question ¢’ from this context at random ¢’ <— C' Evaluate ¢, < Encg(q’).

(b) Sample a public key/secret key pair (OPad.pk, OPad.sk) <~ OPad(1*).
Send (cq, OPad.pk) to the prover.

2. The honest prover prepares, under the QFHE encryption, the state 1)) and subsequently measure O, to obtain
an answer ¢’. It then applies an oblivious U-pad and returns the classical responses.

(a) Since the operations happen under the QFHE encryption, the prover ends up with a QFHE encryption
of a’ which we denote by
Cq/ -

Further, it holds a QFHE encryption of the post-measurement state which (by the assumption on the
form of the QFHE encryption) looks like
Uk [gr ), K). (26)

Here |ty o) is the post-measurement state when 1)) is measured using O, and the outcome a’ is ob-
tained.

(b) The honest prover applies an oblivious U-pad (see Algorithm 2) to obtain

(Uk/Uk” |’ll)q/_’a/> ,S/) < OPadEnC(OPadpk, Uk” ‘waya/>),

(c) The prover returns (cq, k", ).
3. The verifier proceeds as follows:

(a) Compute @/ := QFHE.Decy(cqr), k” from k" (the latter is by the form of QFHE) and k' =
OPad.Dec(OPad.sk, s').

(b) Find k such that** Uy, = Uy Uy (such a k always exists because U form a group).

Z4up to a global phase
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Algorithm 9 Game G’ produced by the (1, 1)-compiler for any contextuality game G with contexts of size two.
Honest Prover (A) Challenger (C)

sk < QFHE.Gen(1%)
C<+D

qg « C

cq < QFHE.Enca(¢')

(OPad.pk, OPad.sk) «— OPad(1*)
(cq,OPad.pk)
%

Under the QFHE encryption,
measures O, and obtains an
encrypted answer ¢, and
post-measurement state

Uk [grar) , K").

Applies an oblivious U-pad to this
state to obtain

(U Uprr [hgrar) 5 8') =
OPad.Enc(OPad.pk, Ui |¢q/a/>).

(Ca’akﬂvsl)

Using the secret keys sk, OPad.sk,
finds the k such that Uy = Uy Uy,
samples g < C'

Measures U, O, U,;f and obtains a

Computes a’ = Decg(car)-
If g = ¢, acceptifa = o
If g # ¢/, accept if
pred((a,a’),C) = 1.

(c) Samples a new question ¢q < C.

Send (g, k) in the clear to the prover.

4. The honest prover measures observable O, conjugated by Uy, i.e. UpO,U, ,1 and returns the corresponding
answer q.

5. There are two cases, either the questions are the same or they are different (since |C| = 2). The verifier
proceeds as follows:

(a) If ¢ = ¢, acceptifa = d/;
(b) If ¢ # ¢, accept if pred((a, a’),C) = 1.

We say that a prover wins G’ if the verifier accepts.

9.1 Compiler Guarantees

The compiler satisfies the following.
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Theorem 24 (Guarantees of the (1, 1) compiled contextuality game G’). Suppose QFHE and OPad are secure (as in
Definitions 5 and 19), and compatible (as in Definition 22). Let G be a contextuality game with vaINC < 1 and |C| = 2
for all contexts C € C*. Let G, be the compiled game produced by Algorithm 9 on input G and a security parameter
A. Then, the following holds.

+ (Completeness) There is a negligible function negl, such that, for all \ € N, the honest QPT prover from Algorithm 9
wins G} with probability at least

c¢(N) == = (1 4 valQu) — negl()).

1
2
« (Soundness) For every PPT adversary A, there is a negligible function negl’ such that, for all \ € N, the probability

that A wins G is at most

s(A) := = (1 + vaINC) + negl’()).

N =

Furthermore, G', is faithful to G (as in Definition 18) with parameters s(\) and c(X).

Completeness is straightforward to verify. We assume soundness for now and defer the proof to Section 10
(below). We outline how faithfulness in Definition 18 is satisfied.

Proof sketch. Parse the messages as follows,

(t1,t2) = (cqr, OPad.pk),
(ts,ta,ts) = (car, K, "),
(te,t7) = (g, k), and
ts = a.

The four criteria for faithfulness in Definition 18 are satisfied as follows.
1. Well-formedness. To satisfy the well-formedness property, we define the following.

« {map,}; are naturally specified: (map,, map,, maps, map;) output L at all inputs, (mapg, mapg) are
identity maps (output whatever they are given as input) while map; = QFHE.Decy and map; :=
QFHE.Encpk. Under these maps, evidently, the verifier only asks questions in a single context, during
any given execution.

« gProver on input a description of gstrat’ := (%, [¢') , O’), behaves as the honest prover in Algorithm 9
except that it uses gstrat’ instead of the optimal state and measurement in gstrat. It is straightforward
to note that qProver satisfies the “marginal” requirement.

2. G-soundness. This is straightforward to verify from the soundness value s and the construction of the compiler.
3. Decision Faithfulness. This is also straightforward to verify from the construction of the compiler.
4. G-completeness.

(a) Quantum completeness.
The first requirement (about existence of gstrat achieving c) follows directly from the fact that the com-
pleteness value is c and it is achieved by the honest prover in Algorithm 9.
The second requirement (about the distribution of transcripts) is straightforward to verify by constructing
a simulator Sgstrat,aux that behaves exactly like qProver(gstrat): it answers the questions corresponding
G using gstrat and map,; and aux specifies that the responses (t4, t5) are distributed exactly as (K", )
produced by qProver(gstrat).

(b) Classical completeness.
Any gstrat’ where all observables commute, may be seen as a distribution over truth tables. We show
that P is a PPT machine that produces an identical transcript as qProver(gstrat). P proceeds as follows:

« Sample a 7 truth table according to the distribution above.
« Receive (cq, OPad.pk).
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« Use QFHE.cEval to obtain ¢, (4 (see algorithm in the proof of Claim 6).
Sample a random 7 < QFHE.Enc(k) for a uniform k <+ K and r, < OPad.Samp(pk) (see
Algorithm 5).
Send (C;(g/), 771 7s)-

- Receive (¢, k)

« Sends 7(q).

It is straightforward to verify that the transcript (¢1, . . ., ts) produced by P is indeed identically distrib-
uted to that produced by qProver(gstrat) by using the classical range sampling property of OPad (see
Definition 19) and the cEval property of QFHE (see Claim 6).

O

10 Soundness Analysis

The security notion we considered in the definition of our QFHE scheme (see Definition 5) says that encryptions of
any two distinct messages is indistinguishable from one another. The corresponding security game is often referred
to as 2-IND. What if one considers ¢-IND, i.e. /-many different encryptions? We prove that 2-IND implies a version of
¢-IND which we call D-IND’. D-IND’ is more general since it allows the ¢ messages to be sampled from an arbitrary
distribution D (instead of being limited to uniform). D-IND’ is also more restricted in that (1) the £ messages are
fixed and known to the challenger in advance and (2) we only consider classical algorithms.*

But why are we suddenly talking about ¢-IND and D-IND’? It turns out that the proof technique used to show
2-IND implies D-IND’ can be applied, albeit it takes some care, to prove the soundness of the compiler.

Thus, as a warmup, Section 10.1 shows that 2-IND implies D-IND’. Then Section 10.2 shows how to apply these
ideas to show that the 2-IND of QFHE encryptions implies soundness of the compiled game G’ (using Algorithm 9) as
stated in Theorem 24 (assuming that the OPad is secure). We emphasise that we do not use the result in Section 10.1
directly—we only use the proof technique.

10.1 Warm up | 2-IND implies D-IND’

This subsection first recalls the 2-IND game (which is essentially a restatement of Equation (4)). Then it defines
the D-IND’ game (the prime emphasises that the number of messages is constant and known apriori®®). It ends by
showing that 2-IND implies D-IND’.

Claim 25 (2-IND Game for QFHE). Let (Gen, Enc, Dec) correspond to a QFHE encryption scheme. The scheme
satisfies Equation (4) if and only if the following holds:

In the game below, for every PPT distinguisher, there is a negligible function negl such that the challenger accepts
with probability at most 3 + negl(\).

Distinguisher Challenger
(z0,21)

sk < Gen(1%)
b+ {0,1}
Cp < Encsk(xb)

Objective: guess b

Accept if b’ = b.

Definition 26 (D-IND’ Game (where D is a distribution over a fixed message set) for QFHE). Let

Bt appears that proving the general version in the quantum case may not be completely straightforward because of the inability to apply
rewinding directly.
26Proving the implication for the general case may be non-trivial in the quantum setting.
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« X\ be a security parameter, £ = O(1) be a fixed constant (relative to \),
« M = {m;y...my} be a set of distinct messages wheremy, ... my € {0,1}°1) are of constant size,

+ D be a probability distribution over M and let Ggvess = Max; q; where g; is the probability assigned to m; by by
D.

The D-IND’ Security Game is a two-party game, for (Gen, Enc, Dec) as specified by QFHE, is as follows:

Distinguisher Challenger

sk < Gen(1?%)
m < D
Cm  Encg(m)

Objective: guess m

Accept if m' = m.

Proposition 27. A QFHE scheme that satisfies Equation (4), implies that every PPT distinguisher for the D-IND’ game
above, wins with probability at most ¢gyess + negl(\).

Proof. We can assume, without loss of generality, that the messages are given by m; = ¢. This is because they can
be uniquely indexed, and our arguments go through unchanged (as one can check).

Goal: we want to show that if there is a PPT distinguisher?” 4, that wins against Cy in the D-IND’ game above
with probability gguess + 77’ for some non-negligible function 7', then one can construct a PPT distinguisher A, that
wins against C in the 2-IND game (see Claim 25) with probability at least % + 1" for some other non-negligible
function 7"

To this end, denote by p;; the probability that A, outputs j when given the encryption of % as input, i.e.

sk < Gen(1%)

pij i=Pr|j + Ai(c;) - ¢;  Encad(i)

Since the message space is of constant size, .45 can compute p;; to inverse polynomial errors. For now, we assume
Aj knows p;; exactly and handle the precision issue at the end. To proceed, consider the following observations:

1. Prlaccept = (A¢, C¢)] = 3_,c (1. ¢y 9Pii where recall that g; is the probability assigned to ¢ by the distribution
D.

2. There exist k* # i* such that ), |pi«j — p+;

> n for some non-negligible function 7.

The first observation follows directly from the definition of D-IND’ and p;;. The second follows from the assumption
that A, wins with probability at least gguess + 7' for some non-negligible function 7’. To see this, proceed by
contradiction: Suppose for all i* 7 k¥, it is the case that ), [p;~; — pi~;j| < negl for some negligible function, then
one could write

Pr[accept + (Ay, Cp)] = Z qiPii
ie{1...0}

Z qi(pi~i + negl) by the assumption above
ie{l...4}
1

< qucss/EM+ negl for another negl function
iet1...0}

< Qguess T negl'

2"Note that Ay and C can depend on D; the use of the subscript £ is just notational convenience and not meant to convey all the dependencies.
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But this cannot happen because we assumed that .4, wins with probability non-negligibly greater than gguess. We
therefore conclude that observation 2 must hold. Since the message space is constant, a PPT A5 can determine the
following:

« The indices i* # k*
« The disjoint sets Jy, J; C {1...¢} such that
- forje Jy C{1...4}, pir; > pi+j, and
—forje Jy C{1...0}, pirj < pPi=j.
Once these two indices, and the sets Jy, J1 are known, As’s remaining actions are as follows:

Cs (challenger for

As As (the reduction) 5-IND)
(adversary
for D-IND’)
Let k* #i* € {1...¢} be as
above.
(k*,i*)z:(xo,xl)\
N
sk «+ Gen(1?)
b+ {0,1}
Cp < Encsk(xb)
Cp Cp
— —
jguess
b = 0 ifjguess =Jo v s
1 ifjguess =J
Accept if b’ = b.
Now,
1
Prlaccept < (Ag, Ca)] =3 Z Pr[A; outputs j|i* was encrypted]|+
J€Jo
1
3 Z Pr[Ay outputs j|k* was encrypted]
JEJ
1 1 L
=3 + 3 Z (Pi=j — Pr=5) By def of p;; and normalisation
j€Jo

1 1 _—

=5 + i Z |pij — Dk la—0bll, =2 | Z a; — b; for a, b distrib.
j i:a;>b;

(27)

4 Z from Observation 2.

N =

Since the QFHE scheme satisfies Equation (4), this is a contradiction (via Claim 25) and thus the claim follows—up
to the precision issue which we now address.

Handling the precision issue. Denote by A5 the algorithm above where p;; are known exactly. Suppose that

Prlaccept <— (As, Cr)] > qouess + € (28)
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where ¢ is a non-negligible function. For concreteness, suppose®® €(A) = 1/ for some constant ¢ > 0.

Proposition 28. Given that Equation (28) holds, consider an algorithm A that uses an estimate for p;; up to precision
O(€?) (i.e. |pij — pij| < O(€*)). Then,

Prlaccept < (As, Ca)] > Prlaccept + (Ag, Ca)] — O(€%). (29)

To prove Proposition 28, we first show (see Claim 10.1 below) that >~ [p;-; — pi~;| is at least Q(e?) given that
Equatlon (28) holds. Using this and Equation (27), it follows that Pr[accept — (Ag,(Cy)] is at least one half plus
Q(e?) which means Ajy—the finite-precision variant of A;—succeeds with one half plus non-negligible probability
in the 2-IND game of the QFHE scheme (see Claim 25).

Claim. If Equation (28) holds then there exist i* # k*

> Q(e?).

1= Zj |Pixj — Pr~j

Proof of Claim 10.1. We start with an elementary fact: Let f,g : A — R, where A C N is an infinite subset of N. Let
P be the proposition that f < O(g) on the set A. Then =P implies that f > 2(g) on an infinite set A’ C A.
Using this fact, deduce that the negation of - [pi; — pr-;| > (e?) implies there is some infinite set A C N

over which } [pi; — pi=j| < O(€?). We prove the claim by contradiction. Consider to the contrary that for all
i F K Y iy — pres] < O(€?). Then, it holds that

Prlaccept + (A, Cy)] Z QiDii
ie{l...4}
< Z qi(pi-i + O(€%))
1e{l...0}
1

< Jguess ixi T 0(62) ol = O(].)
ief{1...0}

= (guess + 0(62)
but this violates Equation (28). O
We can now prove Proposition 28.

Proof of Proposition 28. Since Aj estimates pij to precision O(e?), it follows that it will find i* # k* and a j such
that [p;«; — pi~j| > Q(e?); recall that by the definition, £ = O(1) so |[p;« — pj«||; > Q(€®) implies there is some j
for which [p;«; — pr=;| > Q(€?).

Further, the only js for which A, makes an error in deciding whether to have j € Jy, or j € Ji, are those for
which [p;«; — pr=j| < O(€?). (Note that it cannot be that for all js, |p;«; — pr=j| < O(€?) because then ||p;« — py-

1

cannot be > €(e2).) Thus, the error in computing Prlaccept < (A3, C;)] using Prlaccept « (As, Cp)] = 3+
3 > jes, (Pivj — pi~;) is at most O(€?) (again, using £ = O(1)). This yields Equation (29) as asserted. O
This completes the proof. O

10.2 The Reduction

We are going to essentially adapt the proof of Proposition 27 to our setting. Start by considering the honest prover
A in Algorithm 9. We reduce A to a distinguisher A5 for the 2-IND security game of QFHE.

- Notation: Let (@, A) denote the set of questions and answers in the contextuality game that was compiled.
« Phase 1: Learning “p;;”.

- Consider the following procedure As. TruthTable that
takes ¢’ € @ as input and
produces a truth table 7 : Q — A.

BFor every non-negligible function e, there is an infinite subset A of its domain where €(A) > 1/X°. One can restrict the entire argument to
this domain and still reach the same conclusion.
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Algorithm 10 The procedure As. TruthTable takes as input a question ¢’ and produces a truth table 7 corresponding
to it. Note that this is a randomised procedure (depends on the QFHE encryption procedure) so for the same ¢’ the

procedure may output different 7s. The goal is to learn the probabilities of different 7s appearing for each question
/

q.

A As.TruthTable(q")

sk < QFHE.Gen(1*)

¢q < QFHE.Enc(¢)
(OPad.pk, OPad.sk) < OPad(1*)
(cq7,OPad.pk)
%

(Car ,fc”,s’)

Samples k < K

@) For each g € Q, ask (g, k), receive

a and rewind until 7 is fully
specified.

Outputs 7

1. Ajg simulates the challenger C in Algorithm 9 as needed (see Algorithm 10), except that it takes ¢’
as input (instead of uniformly sampling it in the beginning) and uses k < K (in the third step). It
uses this simulation to generate the first message (c,, OPad.pk) and feeds it to .A.

2. Aj receives (cq/, K", s') from A. For each ¢ € Q, A3 sends (g, k) to A (where recall k is sampled
uniformly at random from K) and receives an answer a. Denote by 7 the truth table, i.e. the list of
answers indexed by the questions.

- Aj repeats the procedure A, - TruthTable(¢’) above for each ¢’ € @ to estimate the probability p,, of
the procedure outputting 7 on input ¢’ (the randomness is also over the encryption procedure etc).
Here py/- is analogous to p;;.

— It finds questions g.o 7# ¢«1 such that
[Pgeo — Paall == Z [Pguor = Pgurrl 21 (30)
T

for some non-negligible function 7.
(We defer the proof that questions (or indices) .o 7# ¢.«1 exist if the OPad is secure and A wins the
compiled contextuality game G’, with probability non-negligibly greater than 3(1 + vaINC). )

— It defines the disjoint sets Ty and 17 as follows: 7 € T if pg, 7 > pq.,~ and 7 € T1 if pg, .+ > Pg.or-

« Phase 2: Interaction with C5 of the 2-IND game.

- Aj sends g.0, ¢«1 to C3 and Cs returns ¢y, the QFHE encryption of ¢., (where Co picks b < {0,1}).
- Aj simulates the OPad itself and forwards ¢, to A, learns the truth table 7 corresponding to ¢, and
outputs &’ € {0,1} such that 7 € Tp.

The intuition is that given an encryption of g.¢, on an average, the above procedure would output b’ = 0 more
often than b’ = 1, essentially by definition of Ty and T}, and Equation (30).

Remark 29. There are three subtleties that are introduced, aside from the rewinding needed to learn 7, in analysing
G’ as opposed to the D-IND’ game. We glossed over these above.

1. Random k: When interacting with the prover A, Ay above is feeding in a uniformly random k instead of
the correct k& which depends on £” and s’ (see Algorithm 9 where A interacts with C and compare it to the
interaction of A with A5).
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Algorithm 11 The algorithm A5 uses the adversary A for the compiled contextuality game G’ to break the 2-IND
security game for the QFHE scheme.

A Aa

Phase 1
—— Compute py/, (as in the
description)
for each ¢’ € Q by
running As. TruthTable(¢)
(see point 3, Remark 29).

Use py/r to learn
the questions g.¢, g1 and
the disjoint sets Tp, 77 of truth

tables.
A Phase 2 Co
(Q*O;Q*l)
—_—
(OPad.pk, OPad.sk) < OPad(1*) sk < QFHE.Gen(1*)
b+ {0,1}
cp + QFHE.Ency(qsp)
(cp,OPad.pk) Ch
(cor k" ,s")
Samples k < K
O For each q € Q, repeats (¢, k) to
p
determine 7
b/
Set b = 0if 7 € Ty, —
andd =1ifr e}
Acceptif’ =b
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Algorithm 12 Whether a PPT adversary A for the compiled contextuality game G’ is used with the correct k or a
uniformly random % does not affect the outcome of this interaction more than negligibly.

A Bo(q') (resp. B1(q"))

sk < QFHE.Gen(1%)
¢q < QFHE.Enca(q')

(OPad.pk, OPad.sk) +— OPad(1?)
(cq7,OPad.pk)
%

(Ca/a];//75/)

By computes

k' := OPad.Dec(OPad.sk, s’) and

uses the secret key sk to compute k"

and then finds the £ satisfying

Ui = U Upr.

(resp. B samples a uniform k <+ K).

(¢,k) Potentially rewinds .A to this step and
O queries with (g, k) for arbitrary

q € Q.

Runs an arbitrary procedure to

compute a bit &'

- However, the guarantees about A are for the correct k.
+ We need to formally show that the security of OPad allows us to work with random ks directly.

« This is straightforward enough but we need to use this a few times; we’ll see.

2. A is consistent: The other subtlety has to do with the proof that A winning with probability non-negligibly
more than (1 + valNC) implies ||pg,, — Pq., ||; is non-negligible. In the proof, we use the assumption that
A is consistent, i.e. if it answers with an encryption of ¢’ upon being asked an encryption of ¢’ in the first
interaction, it will respond consistently if the same question is asked in the clear, i.e. it answers a’ upon being
asked the same question ¢’ in the next round. We will show that given an A that is non-consistent, one can
still bound it’s success probability by treating it as though it is consistent.

3. Precision of pg-: We also completely skipped the precision issue, i.e. we assumed A3 can learn py/, exactly. In
practice, this is not possible, of course. However, p, - can be learnt to enough precision to make the procedure
work, just as we did in the proof of Proposition 27.

10.3 Proof Strategy

Let A be any PPT algorithm interacting with C in the compiled contextuality game G’.
The following allows us to assume that we can give a uniformly random k as input to .4 without changing the
output distribution of the interaction in Algorithm 12 (as alluded to in point 1 of Remark 29).

Lemma 30 (Uniformly random k is equivalent to the correct k). Let By (resp. B1) be a PPT algorithm that takes
q' € Q as an input, interacts with A and outputs a bit, as described in Algorithm 12. Then there is a negligible function
negl such that |Pr[0 <— (By, A)] — P[0 < (B1, A)]| < negl.

The following allows us to treat A as though it is consistent (as anticipated in point 2 of Remark 29).

Lemma 31 (Consistency only helps). Let
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o Crx be exactly the same as the challenger C for the compiled contextuality game G’ except that it samples a
uniformly random k instead of computing it correctly, let

« A be any PPT algorithm that is designed to play the complied contextuality game G' and makes Cy i accept
with probability p, i.e. Pr[accept <— (A, Cr k)] = p, and denote by

Dq'+ the probability that on being asked ¢', the truth table A produces is T (as defined in Section 10.2).
Then

pSZPr(C).% |C| Z quTpred 1,O)
C

qgecC 7
where Pr(C') denotes the probability with which C samples the context C.

The two terms in the sum above, correspond to the consistency test (¢ = ¢') and the predicate test (¢’ # q).
Finally, the following allows us to neglect the precision issue (as detailed in point 3 of Remark 29).

Lemma 32 (Precision is not an issue). Suppose
- A wins with probability Pr[accept +— (A,C)] > 1 (1 + valNC) + € for some non-negligible function e
« Ay is as in Algorithm 11, i.e. it is a PPT algorithm except for the time it spends in learning py - exactly

+ Denote by Ay . a PPT algorithm that is the same as A except that it computes and uses an estimate py - satisfying
lpare — pare| < O(E), in place of pyr.
Then, the PPT algorithm A . wins with essentially the same probability as As, i.e.
Prlaccept + (A, C)] > Prlaccept + (Az, C2)] — O(€®).
We prove the following contrapositive version of the soundness guarantee in Theorem 24.
Theorem 33 (Soundness condition restated from Theorem 24). Suppose

- A is any PPT algorithm that wins with probability Pr[accept < (A,C)] > (1 + vaINC) + € for some non-
negligible function €, and

« the OPad used is secure, then

there is a PPT algorithm As . that wins the 2-IND security game of the QFHE scheme with probability
1
Prlaccept < (Ay ¢, Co)] > 3 + nonnegl,

where nonneg| is a non-negligible function that depends on e.

In Section 10.4, we prove Theorem 33 assuming Lemmas 30, 31 and 32. In Section 10.5, we prove the lemmas.

10.4 Proof assuming the lemmas (Step 1 of 2)

Proof. This part is analogous to the proof of Proposition 27. First, recall the challenger C of the complied game G’
and let C i denote the the same challenger, except that it samples k& uniformly at random. From Lemma 30, one
can conclude that | Praccept + (A, C)] — Pr[accept < (A, Crk)]| < negl.

Recall the definition of py/ from the discussion in Section 10.2. Using Lemma 31, one can write

Prlaccept < (A,C)] — negl < ZPr(C) = il Z qu -pred(7[C],C)
c

2
qgeC T

=3 1+ZPr | ZquTpred ],C) (31)

qEC‘r
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Observe also that there exist ¢.g # ¢«1 such that
1Pguo — Pgur lly = Z [Pg.or = Pgar| 21 (32)
T
for some non-negligible function 7. This is a consequence of the assumption that

Prlaccept < (A,C)] > = (14 valNC) + ¢ (33)

N | =

for some non-negligible function €. To see this, proceed by contradiction: Suppose that for all g.o # g.1, it is the
case that ) |pg,or — Pq..+| < negl for some negligible function, then one could write, using Equation (31),

1 /
Prlaccept < (A,C)] < 3 1+ Z Pr(C /Z‘(qu*wpred C1,C) | + negl
q

'eC T

<1 + qum Z Pr(C)pred(7[C], C’)) + negl’

< = (1 + vaINCQ) + negl’ (34)

N~ N

where in the first step, we used p,, - instead of p,/ at the cost of a negl/ additive error, in the second step, we re-
arranged the sum, and in the final step, we observe that the expression is just a convex combination of values achieved
using non-contextual strategies, and this is at most vaINC. However, Equation (34) contradicts Equation (33) that
says, by assumption, A wins with probability non-negligibly more than 3 (1 + valNC).

So far, we have established Equation (32) holds for some distinct questlons G0 7 Gx1. We assume that A can
learn p,/ - exactly and invoke Lemma 32 to handle the fact that these can only be approximated to inverse polynomial
errors but that does not change the conclusion. Therefore, A5 can learn ¢.¢ # g«1 and construct the sets Ty, 73 of
truth tables (recall: 7 is in T} if pq,,r > Dq.,- and in 77 otherwise). Proceeding as in the proof of Proposition 27,
and focusing on Phase 2 of the interaction, it holds that

Prlaccept + (Ay, C)] = Z Pr[A outputs 7|g.o was encrypted]+
7€TH

1
5 Z Pr[A outputs 7|¢.1 was encrypted]

T€T1
1
95 Z Pg.or — Pgorr)
T€T0
1 1
= 5 Z Hpq*o — Pg.a 1
L
=5+

Since the QFHE scheme satisfies Equation (4), we have a contradiction (via Claim 25) which means our assumption
that A wins with probability non-negligibly more than 1 5 (1 4+ valNC) is false, completing the proof. O

10.5 Proof of the lemmas (Step 2 of 2)

Lemma 30, about using a uniformly random £ instead of the correct one, is almost immediate but we include a brief
proof.

Proof of Lemma 30. Consider the adversary Agpaq for OPad as defined in Algorithm 13.
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Algorithm 13 Whether a PPT adversary A for the compiled contextuality game G’ is used with the correct k or a
uniformly random £, it makes no difference, if all algorithms involved are PPT.

A .Aopad COPad

sk < QFHE.Gen(1*)

A
Cq QFHE.Encsk(q’) (OPad.pk, OPad.sk) — OPad(l )

(cq,OPad.pk) OPad.sk
— —
(cor k" 8" s
—
b+ {0,1}, kg + K,
k1 = OPad.Dec(OPad.sk, s’)
ky

B defines k&’ := k;, and uses the secret
key sk to compute k" and then finds
the k satisfying Uy, = Uy Up.
Potentially rewinds A to this step and
queries with (g, k) for arbitrary
q€Q.

Runs an arbitrary procedure to
compute a bit &'

)
e Qupy‘
S~—

Acceptif ) = b

Observe that
Pr [accept < (Aopad; Copad)] :% PrlAopag outputs b’ = 0fb = 0]+
%PI‘[.Aopad outputs b’ = 1|b = 1]
:% (Pr[Aopad outputs b’ = 0]b = 0]—
Pr[Aopqg outputs ' = 0Jb = 1]) + %

= 2 (P10 {By, A)] — Pr{0 (B, A)) + 5 59)
where By and Bj interact with A as in Algorithm 12. The last equality holds because for a random &/, & also becomes
random.

Let App,g be Aopad except that it outputs b’ & 1 instead of b'. Using the analogue of Equation (35) for Aqp,q,
Equation (35) itself and the security of OPad, it follows that there is a negligible function negl such that

|Pr[0 < (By, A)] — Pr[0 < (B, A)]| < negl.
O

We now look at the proof of Lemma 31 which crucially relies on the fact that the consistency test and the predicate
test happen with equal probability.

Proof of Lemma 31. Consider the adversary A’ in Algorithm 14 that uses A to interact with Cy x =: C'.
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Algorithm 14 A’, a potentially QPT algorithm, uses the PPT algorithm .4 to play the compiled contextuality game
G'. Its winning probability upper bounds that of .4 and can be computed in terms of p,/, for A.

A A’ CkeK = C/

(cq,OPad.pk) (cq,OPad.pk)
— —

(cyr 7I%”,s’)

ke K

T
~

Rewinds A’ to learn the
truth table 7.

G

Evaluate (g k"8")
Cr(q) £ QFHE.EV3|T(Cq/).
(q,k)
%
Recall:
a:=T(q) (a’ = Decg(er(q))

—_— If g = ¢, acceptifa = a’.
If g # ¢/, accept if
pred((a,a’),C) = 1.

We show that

Prlaccept + (A, ()] < Prlaccept + (A’,C")] (36)

=> Pr(C) % 14+ 4 > pyrpred(r[C],C) | - (37)
C

] 2= 2

We note that A’ may be a QPT algorithm because it runs QFHE.Eval. Indeed, existing QFHE schemes don’t produce
a classical procedure for QFHE.Eval, even when the ciphertext and the logical circuit are classical. However, we
only use A’ to compute an upper bound on the performance of A in terms of p,/, and therefore A’ being QPT (as
opposed to PPT) is not a concern here.

We first derive Equation (36). Consider the interactions (A,C’) and (A’,C’). Note that for any given ¢y, the
challenger C’ either asks ¢ = ¢ or ¢ # ¢’ with equal probabilities. Conditioned on ¢, there are two cases: (1) A is
consistent, in which case the answers to ¢, ¢’ given by A’ and A are identical. (2) A is inconsistent, in which case,
C’ accepts A with probability at most 1/2 while C’" accepts A’ with probability at least 1/2.

Equation (37) follows because C’ selects a context C' with probability Pr(C'), the 1/2 denotes whether a consist-
ency test (¢ = ¢') is performed or a predicate test (¢ # ¢') is performed. By construction of A’, the consistency test
passes with probability 1. The 1/|C/| factor indicates that either of the two questions in C' could have been asked as
the first question ¢’ (under the QFHE encryption; and |C| = 2 here). Again, by construction of .A’, the probability
of clearing the predicate test is the weighted average of pred(7[C], C)) where the weights are given by py,. This
completes the proof. O

Lemma 32 follows by proceeding as in the proof of Proposition 28.
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Part III
General Computational Test of
Contextuality—beyond size-2 contexts

So far, we looked at contextuality games with size 2 contexts. This part explains how to generalise our compiler to
games with contexts of arbitrary size. In fact, we consider two generalisations of our compiler, both of which produce
single prover, 4-message (2-round) compiled games, irrespective of the size of contexts in the original contextuality
game.

The (|C|,1) compiler. The compiled game asks all |C| questions from one context under the QFHE encryption
in the first round, and asks one question in the clear in the second round. It guarantees that no PPT algorithm can
succeed with probability more than

1 — const; + negl

where const; = 1/|Q| when all questions are asked uniformly at random.? The proof idea is similar to the (1, 1)
compiler with one major difference—the analogue of the bound in Lemma 31 changes. In essence, there one could
obtain the bound by constructing a prover that is always consistent (i.e. the encrypted answer and the answer in
the clear match when the corresponding questions match). Here, we have the “dual” property instead. The bound is
obtained by constructing a prover that always satisfies the constraint but may not be consistent.

As stated in the introduction, while this compiler works for games with perfect completeness, the bound on the
classical value is sometimes more than the honest quantum value—so this compiler fails to give a separation between
quantum and classical for some games (including the KCBS game of Example 3). However, for other games (like
the magic square game of Example 1, it yields a larger completeness-soundness gap than the following universal
compiler.

The (|C| — 1,1) compiler. This compiler addresses the limitation of the one above and is truly universal—in the
sense that for any contextuality game G with vaINC < valQu, the compiled game G’ will also be such that every
PPT algorithm wins with probability strictly smaller than a QPT algorithm. More precisely, PPT algorithms cannot
succeed with probability more than
1
CI

while there is a QPT algorithm that wins with probability at least

(IC] = 1 + vaINC) + negl

1
— (|C] = 1 4 valQu) — negl.
C]
Note that for |C| = 2, we recover

1
(1 + valNC) + negl, 5(1 + valQu) — negl

N |

respectively, which are the bounds for our (1, 1) compiler.
The idea behind the construction is the following:

« Sample a context C' and pick a question gsip <— C' uniformly at random.

« Ask all questions in C' except gskip, i.e. ask C'\gskip, under QFHE encryption
« Sample g <~ C' and ask ¢ in the clear.

« Now,

1. if ¢ = gskip, test the predicate using the decrypted answers to C'\gskip and to g;

Pconst; = ming ¢ can Pr(C)/|C| in general.
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2. if ¢ # Gskip» and so ¢ € C\gekip; check that the corresponding answers are consistent.
The proof is based on the following idea.

« The key observation is that, just as in the (1, 1) compiler, given an adversary A, one can consider an adversary
A’ such that it is “consistent” and wins with at least as much probability as A and using this, one can obtain
a bound on the success probability of A in terms of valNC.

« The compiled game was purposefully designed to ensure the following: being “consistent” can only help. As
we saw, this was not the case for the (|C|, 1) game—so selecting fewer questions in the first round is what,
perhaps surprisingly, allows us to construct a universal test (in the sense described above).

Before moving to formal descriptions and proofs, we remark that it would be nice to have the success probability be
independent of |C, but this somehow seems hard to avoid. Why? Because the dependence on |C| comes essentially
from the fact the we are only asking one question in the clear in the second round. So, it seems that to avoid this
dependence one would have to ask more than one question in the clear. However, this complicates the task of
extracting a non-contextual assignment by rewinding the PPT adversary, because, for instance, the prover can now
assign different values to ¢; depending on whether it was asked with g2 or ¢3. Thus, obtaining a better compiler
seems to require new ideas.
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11 Construction of the (|C/|, 1) compiler

We define the compiler formally first.

Algorithm 15 Game G’ produced by the (|C/|, 1)-compiler on input a contextuality game G, and security para-
meter \.

Honest Prover (A) Challenger (C)

sk < QFHE.Gen(1%)
C+D
¢ < QFHE.Ency (C)

(OPad.pk, OPad.sk) < OPad(1*)
(¢,OPad.pk)
%

Under the QFHE encryption,
measures {Og }4ec and obtains an
encrypted answers {c,} (where a
are the answers indexed by C)
and post-measurement state

(Uk [Yac)  E").

Applies an oblivious U-pad to this
state to obtain

(UpUprr [Pac) 5 8") <
OPad.Enc(OPad.pk, U~ |[thac)).

(Ca,fC/I,SI)
Using the secret keys sk, & OPad.sk,
finds the k such that Uy, = Uy Uy,
samples g <— C'
(¢,k)
Measures Ui O, U,I and obtains a
a

Computes a = Decg(ca).
Accepts if both (1) and (2) hold:
(1) pred(a,C) = 1, and

(2) a[q] = a.

11.1 Compiler Guarantees

The compiler satisfies the following.

Theorem 34 (Guarantees of the (|C|, 1) compiled contextuality game G’). Suppose QFHE and OPad are secure (as
in Definitions 5 and 19), and compatible (as in Definition 22). Let G be any contextuality game with vaINC < 1. Let G/,
be the compiled game produced by Algorithm 15 on input G and a security parameter \. Then, the following holds.

« (Completeness) There is a negligible function negl, such that, for all \ € N, the honest QPT prover from Al-
gorithm 15 wins G with probability at least

¢(N) := valQu — negl(\).
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« (Soundness) For every PPT adversary A, there is a negligible function neg|’ such that, for all \ € N, the probability
that A wins G is at most
5(A\) := 1 — const; + negl’'(\),

where const; = mingecan Pr(C)/|C| = O(1).
Furthermore, G', is faithful to G (as in Definition 18) with parameters s(\) and c(X).

Completeness is straightforward to verify. The proof of faithfulness is analogous to that of Theorem 24. We
prove soundness in Section 12.

Note that in games where all questions are asked uniformly at random, const; = 1/(|C*!| - |C
simple bound 1 — 1/(|C?!| - |Q|) + negl for PPT provers (that we quoted earlier).

Two brief remarks about the theorem are in order before we give the proof. First, we note that unlike the
completeness value, which is valQu — negl, the soundness does not correspondingly depend on valNC. Second, as
mentioned earlier, this compiler is not universal: for KCBS the classical value in G’ is 0.9 which is greater than the
honest quantum value which is approximately 0.8944. However, the compiler is still outputs a non-trivial game, for
instance, when given as input the GHZ game, because the latter has perfect completeness.

), yielding the

12 Soundness Analysis of the (|C|, 1) compiler

The proof is analogous to that of the (1, 1) compiler with some crucial differences and, thus, we skip the intuition
and details for parts that are essentially unchanged.

12.1 The Reduction

The procedure for TruthTable generation is the same as in Section 10—except that one samples the context, and more
importantly we consider the encrypted answer as well when conditioning, i.e. instead of writing p,/-, we now use
DC,a,r; We have to add the a dependence more explicitly because of the following.

The analogue of Lemma 31 is slightly different. Instead of having the adversary be consistent (in the sense that
the encrypted answers and the clear answers are always the same by construction), we require the complementary
property—the adversary always ensures that the encrypted answer satisfies the predicate, but may not be consistent.
Since we now actually rely on the encrypted answers to check whether or not the predicate is satisfied in the analysis,
we cannot simply drop the encrypted answer.

Here is the “TruthTable” algorithm and the actual reduction As.

Algorithm 16 Analogue of Algorithm 10, except that it explicitly outputs a, in addition to 7.
A As.TruthTable(C)

sk < QFHE.Gen(1?)

¢ < QFHE.Enc(C)
(OPad.pk, OPad.sk) < OPad(1%)
(¢,OPad.pk)
%

(Ca,];”,sl)
Samples k < K
O For each ¢q € Q, ask (g, k), receive a

and rewind until 7 is fully specified.

Outputs a := QFHE.Decg(a) and 7.
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Algorithm 17 The algorithm A5 uses the adversary A for the compiled contextuality game G’, to break the 2-IND
security game for the QFHE scheme.

A As

Phase 1
— Compute pcar (as in the
description)
for each C' € C*!! by
running As. TruthTable(C).

Use pcar to learn
the contexts Cq, Cy1 and
the disjoint sets Tg, 77 of truth

tables.
A Phase 2 Co
(Ci0,Ci1)
e
(OPad.pk, OPad.sk) < OPad(1*) sk «+ QFHE.Gen(1*)
b+« {0,1}
Cp < QFHE.EnCSk(C*b)
(cp,OPad.pk) Cp
(Ca,];//78l)
Samples k < K
O For each ¢ € Q, repeats (g, k) to
determine 7
b/
Setb' = 0if T € Ty, —
andd =1ifr €Ty
Acceptif ¥’ = b

« The definition of C¢, Cy1 € C?*! is now “indices” such that

Z ZPC*UBT - ch*la'r Z Ui
T a a

where 7 is non-negligible.
« Ty and Ty are defined as 7 € Ty if Y, po.gar > D.aPC.iar and 7 € T4 otherwise, ie. Y po.jar <
Za pC*laT‘

12.2 Proof Strategy

Lemma 35 ([Analogue of Lemma 30] Uniformly random k is equivalent to the correct k). Let By (resp. B1) be a PPT
algorithm that takes ¢’ € Q as an input, interacts with A and outputs a bit, as described in Algorithm 12. Then there is
a negligible function negl such that |Pr[0 < (By, A)] — Pr[0 < (B, A)]| < negl.

We are finally ready to write the first step which is conceptually different from the previous analysis. It is the
analogue of Lemma 31—except that:
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Algorithm 18 Whether a PPT adversary A for the compiled contextuality game G’ is used with the correct k or a
uniformly random £, it makes no difference, if all algorithms involved are PPT.

A By(C) (resp. B1(C))

sk < QFHE.Gen(1%)
¢ + QFHE.Encg(C)

(OPad.pk, OPad.sk) +— OPad(1?)
(¢,0Pad.pk)
%

(Ca,fC/I,SI)

By computes

k' := OPad.Dec(OPad.sk, s’) and

uses the secret key sk to compute k"

and then finds the k satisfying

Uk - Uk)” Uk’

(resp. By samples a uniform k < K).

(g,k) Potentially rewinds A to this step and
O queries with (g, k) for arbitrary

q € Q.

Runs an arbitrary procedure to

compute a bit &'

Earlier, we obtained the bound by essentially treating .A as being consistent (with the answers under the en-
cryption and those in the clear) where by virtue of being consistent, .A could not be feasible i.e. A could not
satisfy all the predicates.

Now, we treat A as being feasible (satisfies all predicates) , but by virtue of being feasible, it cannot be consistent
(can’t have the encrypted answers be consistent with a global truth assignment).

Lemma 36 ([Analogue of Lemma 31] Feasibility only helps). Let

G’ be the compiled game as in Theorem 34, let C be the challenger in G', and let

Cr« K be exactly the same as the challenger C except that it samples a uniformly random k instead of computing
it correctly,

A be any PPT algorithm that is designed to play the complied contextuality game G’ and makes Cr._ i accept
with probability p, i.e. Pr[accept < (A, Cr« k)| = p and denote by

Pcar be the probability that on being asked the context C, the answers given are a and the truth table produced
is T (as defined in Section 12.1)

Diar be a probability distribution derived from pcar to be such that p’ is always feasible and whenever p has
support on C, a that satisfy the corresponding predicate, p’ and p agree. More precisely, for any (C, a, T) satisfying
pcar > 0 it holds that

— (p' matches p exactly when p is feasible) if pcar > 0 A pred(a[C],C) = 1,

* Pear = PCar and
— (¢ is always feasible) if pred(a[C],C) = 0,

* Pear =0
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— (when p is infeasible, p’ preserves probabilities but makes it feasible) if pcar > 0Apred(a[C],C) = 0, there
is an®® a’ such that

* p/Ca’q— = Pcar-
Then 1
P< Y Poar PO D Faldr(@

Car qeC

where Pr(C') denotes the probability with which C samples the context C.
The analogue of Lemma 32 should go through with almost no changes.

Lemma 37 ([Analogue of Lemma 32] Precision is not an issue). Exactly as Lemma 32 except that C is the challenger
for the game compiled using the (|C|, 1) compiler.

As before, we prove the contrapositive of the soundness condition.
Theorem 38 (Soundness condition restated from Theorem 34). Suppose

« A is any PPT algorithm that wins with probability
Prlaccept < (A,C)] > 1 — consty +¢€
for some non-negligible function e where const; = mingecan Pr(C)/|C| = O(1), and

« the OPad used is secure, then

there is a PPT algorithm As . that wins the 2-IND security game of the QFHE scheme with probability

1
Prlaccept < (Ag ¢, Co)] > B + nonnegl,

where nonneg| is a non-negligible function that depends on e.

In Section 12.3, we prove Theorem 38 assuming Lemmas 35, 31 and 32. In Section 12.4 we prove the lemmas.

12.3 Proof assuming the lemmas (Step 1 of 2)

We introduce some notation. Recall the definition of pca, from Section 12.1 and of pf,,, from Lemma 36.

+ We use the notation pa.|c := pcar since C was given as input to the procedure Co - TruthTable and it produced
outputs a, 7. Similarly define p;ﬂc = Poar-

- We also use
Par|C = Pajrc * Prlc a0d Do (o = Pajrc  Pric (38)

to denote conditionals.?!

« Finally, we use the convention of denoting marginals by dropping the corresponding index, i.e.

Pric =Y Parjc and plic =Y pPhic.
a a

« Note that by definition of p;ﬂ o» it holds that

Yoo = Pric- (39)

30The first property implies pred(a’[C],C) = 1.
p(a,b,c)  p(b,c)
p(b,e)  p(e) *

*1Using p(a, ble) = p(alb, c) - p(ble) =
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Proof. From Lemma 35, one concludes that
|[Pr[accept « (A,C)] — Pr[accept <+ (A, Crx)]| < negl.

Recall the definition of pca, from Section 12.1. Using Lemma 31, one can write

Prlaccept + (A,C)] < Zpaﬂc Pr(C c Z da[q),7[q + negl (40)
Car | | qgeC
= "prc Y P Pr(C \C| Z Oalglrla T negl  using (38) & (39) (41
T a qeC
Observe also that there exist Cg # C,1 such that

> prico = prica | = (42)

for some non-negligible function 7. This is a consequence of the assumption that
Prlaccept - (A,C)] > 1 — const; + ¢ (43)

for some non-negligible function €. To see this, proceed by contradiction: Suppose that for all C,g # C,1, it is

the case that
> Iprico — Prica,
-

then, setting p, := p;|c,, (for instance), it holds that (using Equation (41))

Prlaccept < (A,C)] < ZpT Z Pr(C ZpaITC Z a[|qc‘ + negl’
T C

< negl (44)

qeC
1
< Zm( > pre) 1P (1 o) ) + neg!
- C#C,
Term 1 Term 2
Pr(C, e oan PH(C
< p, (1 - r|(C| )> +negl’ <1-— Irnrlc€|CC111"() + negl’ = 1 — const; + negl’

(45)

where the first line uses Equation (44) to substitute p. | with p; at the cost a negligible factor but the second
line needs some explanation. Observe that (a) for each truth table 7, there is a context C;; € C?!! such that
pred(7[C],C") = 0 because valNC < 1. Observe also that (b) by assumption on p;Tl ¢ (recall Lemma 36), all
ajrc > 0. This implies that there is
at least one question ¢ € C such that a[q] # 7[q] (i.e. aq),r[q = 0)—else 7 would also have satisfied the
predicate on C which it does not. Using (a) and (b), in Term 1, we simply upper bound the remaining sum by 1
while in term 2, we upper bound the sum by concluding that for at least one question in C/, the delta function
vanishes. The last inequality follows by setting term 1 to be 1 — Pr(C) and rearranging and minimising.
Now, since Equation (45) contradicts Equation (43) we conclude that our assumption Equation (44) must be
false, establishing Equation (42).

a with non-zero weight are feasible, i.e. pred(a[C;],C,) = 1 for any p/

The remaining analysis goes through almost unchanged from the (1, 1) compiler case.

1
Prlaccept « (Ag, Co)] = B Z Pr[A outputs 7|C,o was encrypted]+

T€To

1

3 Z Pr[A outputs 7|C,; was encrypted]
TeT

1 1

*5 + 5 Z (p‘f'\c*o _p7—|C*1)
T€TH
1 1 1]
=5 + - Z |pT|C*0 Dr|Ca | = 5 1
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This, together with Lemma 37, yields a contradiction with the security of the QFHE scheme. We therefore
conclude that Equation (43) is false, which means Pr[accept « (A4,C)] < 1 — const; + negl. O

12.4 Proof of the lemmas (Step 2 of 2)

The proofs of Lemma 35 and Lemma 37 are analogous to those of Lemma 30 and Lemma 32. Here, we prove Lemma 36.

Algorithm 19 A’ uses A (a PPT algorithm—crucial because it is rewound), to play the compiled contextuality game
G'. Its winning probability upper bounds that of A and can be computed in terms of p, .| for A.

A A Crerx =:C

(¢,0Pad.pk)
JoPradel) M Recall that ¢ + QFHE.Encg(C).

(Caakuvsl)
kK
(%f) Rewinds A’ to learn the truth
table 7.

Under the QFHE encryption, with
probability p,|-c outputs ( i N
car < QFHE.Eval,(c) where Cal RS
a’ = aifpred(a[C],C) =1,
otherwise a’ = ac.

(Recall:)

a:=7(q) Accept if both (1) and (2) hold:
EE— (1) pred(a’,C') =1 and

(2) a’[g] = a.

Proof of Lemma 36. Let par . be as in Section 12.3 and recall that pa-|c = pajrcp-|c- For each C € C*, denote by
ac answers such that pred(ac, C') = 1. Consider the adversary A’ as in Algorithm 19. Since this is just a way to
compute an upper bound, the running time of A’ does not matter. We show that

Prlaccept < (A,C’)] <Pr[accept « (A',C")]

= Z Pr(C) Zpﬂc Zp;qrc Z Oar[q]lq]
C T a’

qeC

where the first line holds because, by construction, A’ can do no worse than .A. More specifically, A’ behaves exactly
like A when a satisfies the predicate, i.e. a' = a, and when a fails the predicate, A’ only increases its probability
of success by responding with a’ # a such that pred(a’, C) = 1. The second line is straightforward. Denote by
p'ﬂc the probability with which A’ responds with 7 on being asked C. Similarly, let p;/lTo be the probability that
A’ responds with a’ given 7 and C. Then, the challenger C’ asks a context C' with probability Pr(C'), to which
the prover A’ responds with 7 with probability p'ﬂc = pric and given 7C, it responds with a’ with probability
Ph /¢~ 1t follows that Ph o = Ph ’|GC/r ¢ satisfies the asserted properties: it has no support over (a’, C) that are
not feasible (don’t satisfy the predicate for the corresponding context C') and whenever (a, C) is feasible, a’ = a by
construction. O
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13 Construction of the (|C| — 1,1) Compiler

We define the compiler formally.

Algorithm 20 Game G’ produced by the (1, 1)-compiler for any contextuality game G with contexts of size two.
Honest Prover (A) Challenger (C)

sk < QFHE.Gen(1%)
C<+D

Gskip — C

C'= C\qskip

¢ < QFHE.Encg(C”)

(OPad.pk, OPad.sk) +— OPad(1?)
(c,0OPad.pk)
%

Under the QFHE encryption,
measures {Oy } 4 ccr and obtains
encrypted answers ¢, (where a’
are the answers, indexed by C”)
and the post-measurement state
(U [Ycrar) , K").

Applies an oblivious U-pad to this
state to obtain

(Uk/Uk” |1/)C’a’> 33/) —
OPad.Enc(OPad.pk, Uk// |’L/Jq/a/>).

(ca/,fc”,s’)

Using the secret keys sk, OPad.sk,
finds the k such that Uy, = Uy Uy,
samples ¢ <— C'

Measures U, O,4U, ,j and obtains a

Computes a’ = Decg(car).
Ifqge C’,

accept if a = a’[q]
Ifq ¢ c’ (i-e~ q= (Jskip),

accept if pred(a’ Ua,C) =1
where a’ U a denotes answers indexed
by C.

13.1 Compiler Guarantees

The compiler satisfies the following. Without loss of generality, we restrict to contextuality games where all contexts
have the same size (see Remark 13).

Theorem 39 (Guarantees of the (|C| — 1, 1) compiled contextuality game G’). Suppose QFHE and OPad are secure
(as in Definitions 5 and 19), and compatible (as in Definition 22). Let G be any contextuality game with vaINC < 1
where all contexts are of the same size (i.e. |C| = |C'| for all C,C" € C*). Let G} be the compiled game produced by
Algorithm 20 on input G and a security parameter \. Then, the following holds.
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+ (Completeness) There is a negligible function negl, such that, for all \ € N, the honest QPT prover from Al-
gorithm 20 wins G} with probability at least

« (Soundness) For every PPT adversary A, there is a negligible function neg|’ such that, for all \ € N, the probability

that A wins G is at most

1 valNC ,
— o+ =5 +negl'(A),
icr - C

s(A) ==
Furthermore, G, is faithful to G (as in Definition 18) with parameters s(X) and c(X).

Completeness is straightforward to verify. The proof of faithfulness is analogous to that of Theorem 24. We
prove soundness in Section 14.

14 Soundness Analysis of the (|C| — 1,1) compiler

14.1 The Reduction

Denote by C"!' := {C\skip } e gy, cc the set consisting of contexts with exactly one question removed.

The reduction is very similar to that in Section 10.2, so we do not repeat the accompanying high-level explan-
ations. Let Ay - TruthTable be as defined in Algorithm 22. Define pc, to be the probability that the procedure
As - TruthTable(C") outputs 7, where C’ € C"! is a context with exactly one question removed.

Algorithm 21 The procedure A;. TruthTable takes as input a context with one question excluded, C' = C\gskip.
It produces a truth table 7 corresponding to it. Note that this is a randomised procedure (depends on the QFHE
encryption procedure) so for the same C” the procedure may output different 7s. The goal is to learn the probabilities
of different 7s appearing for each question C".

A Ay . TruthTable(C")

sk < QFHE.Gen(1*)

¢ <+ QFHE.Enc(C”)
(OPad.pk, OPad.sk) +— OPad(1?)
(c,0OPad.pk)
%

(car ,I;:”,s’)

Samples k < K

O For each ¢q € Q, ask (q, k), receive

a and rewind until 7 is fully
specified.

Outputs 7

14.2 Proof Strategy

Lemma 40 (Uniformly random k is equivalent to the correct k). Let By (resp. B1) be a PPT algorithm that takes
C'" € C"?" as an input, interacts with A and outputs a bit, as described in Algorithm 23. Then, there is a negligible
function negl such that |Pr[0 < (By, A)] — Pr[0 + (B, A)]| < negl.

The following we will check carefully at the end. It says that one can treat .4 as though it is consistent.
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Algorithm 22 The algorithm 45 uses the adversary A for the compiled contextuality game G, to break the 2-IND
security game for the QFHE scheme.

A Aa

Phase 1
—— Compute pc . (as in the
description)
for each C’ by
running As. TruthTable(C").

Use per, to learn
the questions C,, C%; and
the disjoint sets Tg, 77 of truth

tables.
A Phase 2 Co
(Clo,Cha)
(OPad.pk, OPad.sk) < OPad(1*) sk < QFHE.Gen(1*)
b+ {0,1}
¢p < QFHE.Encek(gss)
(cp,0OPad.pk) Ch
(cor k"8
Samples k <+ K
O For each ¢ € Q, repeats (g, k) to
determine 7
b/
Setd =0if r € Ty, —
andb’ =1if7 € Ty
Acceptif ) = b
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Algorithm 23 Whether a PPT adversary A for the compiled contextuality game G’ is used with the correct k or a
uniformly random £, it makes no difference, if all algorithms involved are PPT.

A By(C") (resp. B1(C"))

sk < QFHE.Gen(1%)
¢ < QFHE.Encg(C")

(OPad.pk, OPad.sk) +— OPad(1?)
(¢,0Pad.pk)
%

(ca/,l%”,s’)

By computes

k' := OPad.Dec(OPad.sk, s’) and
uses the secret key sk to compute k"
and then finds the k satisfying

Uk - Uk)” Uk’

(resp. By samples a uniform k < K).
Potentially rewinds A to this step and
queries with (g, k) for arbitrary

q € Q.

Runs an arbitrary procedure to
compute a bit &'

=
Cx

Lemma 41 (Consistency only helps). Let

o Ci i be exactly the same as the challengerC for G’ except that it samples k <— K uniformly, instead of computing
it correctly, let

« A be any PPT algorithm that plays G’ and Pr[accept < (A, Cy« k)] = p and denote by
o porr be as described above.

Then

1 1
p<(1-g)+ X oo X 6] S perspred(riC1 )

CeCall qskip€EC'

where C' = C\gskip, and Pr(C') denotes the probability with which C samples the context C'.

The first term captures the probability that the consistency test passes and the second one captures the probability
that the predicate test passes.

Lemma 42. Exactly the same as Lemma 32 except that
o C is the challenger for the game produced by the (|C| — 1,1) compiler,
« instead of py'+, use pcr, and
« the construction of A is as in Algorithm 22.

Let A be such that Pr[accept + (A,C)] > 1 — I%‘\ + ng\IIC + ¢ and let Az . be as in Lemma 32. Then, it holds that

Praccept < (As.,Ca)] > Prlaccept « (A, Ca)] — O(€%).

The following is the contrapositive of the soundness guarantee in Theorem 39.
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Theorem 43 (Soundness condition restated from Theorem 39). Suppose

« A is any PPT algorithm that wins with probability Prlaccept <+ (A,C)] > 1 — |—é‘ + ‘IN‘C + € for some

non-negligible function € and

« the OPad used is secure, then

there is a PPT algorithm As ¢ that wins the 2-IND security game of the QFHE scheme with probability
1
Priaccept < (As ¢, Co)] > 5t nonneg|,

where nonneg| is a non-negligible function that depends on e.

In Section 14.3, we prove Theorem 43 assuming Lemmas 40, 41 and 42. In Section 14.4, we prove the lemmas.

14.3 Proof assuming the lemmas (Step 1 of 2)

Proof. From Lemma 40, we have that | Pr[accept <— (A, C)]—Pr[accept < (A, CrK)]| < negl. Recall the definition
of por+ and use Lemma 41 to write

Pr[accept « (A,C)] — negl < (1 — |C|> + Z Pr(C) Z |—(1]| ch/,Tpred(T[C],C) (46)

CeCall qskip€EC
where recall that C” := C'\gskip. Observe also that there exists C', # C',; such that

Z lpcr » —per 2| = (47)

lpcr, —per,

for some non-negligible function 7. This is a consequence of the assumption that

1 INC
Prlaccept - (A,C)] > 1 — — + e (48)
il
for some non-negligible function €. To see this, suppose for contradiction that for all C'; # C',,, it were the case that
>, |pCioT — PC;IT| < negl for some negligible function, then one could write, using Equation (46) and p; := pc’ -

Prlaccept + (A4,C)] < ( o ) Z Pr(C Zprred C) + negl’
| | Ce(Call g IpEC
= (1 ) + ZPT Z Pr(C)pred(7[C], C) + negl’
€] T Cecal
<1 x + valN@ + negl’
- e e '

But this contradicts Equation (48) and thus Equation (47) holds for some C, # C'; as claimed.
The remaining analysis is the same as the (1, 1) case, briefly, note that

1
Prlaccept < (A3,Co)] == Z Pr[A outputs 7|C", was encrypted]+

2
T€To
1
3 Z Pr[A outputs 7|C, was encrypted]
T€TL
1 1
=515 Z (pcryr — Pcr,r)
7€To
1 + 7
2 4
Since 7 is non-negligible, existence of a PPT A satisfying Equation (48) breaks the security of the underlying QFHE
scheme. The precision issue is handled by invoking Lemma 42. This completes the proof. O
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14.4 Proof of the lemmas (Step 2 of 2)

We only prove Lemma 41. The proofs of Lemma 40 and Lemma 42 are analogous to those of Lemma 30 and Lemma 32,
respectively.

Proof of Lemma 41. Consider the adversary A’ in Algorithm 24 that uses A to interact with C. g =: C’ (not to be
confused with C’ which denotes a context with exactly one question removed). We show that

Algorithm 24 A’ uses A (a PPT algorithm), to play the compiled contextuality game G’. Its winning probability
upper bounds that of A and can be computed in terms of pcr, for A.

A A’ Cherg =:C’
(¢,0Pad.pk) (¢,0Pad Recall: E o f
, .pk) ecall: ¢ + Encg(C") for
< C' = C\(Jskip-

(car J%”,s')

kK

T
~—

Rewinds A’ to learn the
truth table 7.

Evaluate (CT(q,)’k”73’)
(¢ + QFHE.Eval;(c).

G

(¢:k)
%
Recall: a’ = Decy(c,(cr)) = 7[C"]
Ifqge C’,
a:=7(q) accept if a = a’[q]

— | Ifq ¢ (ie. ¢ = gskip):
accept if pred(a’ Ua,C) =1
where a’ U a denotes answers

indexed by C.
Prlaccept + (A, ()] < Prlaccept + (A’,C')] (49)
1 1
~(1-g)+ Xm0 T g Treedricl.c) (50)
€] CeCall askip€EC € T

where recall that C' = C\gskip-

Note that for any given C’, the challenger asks any specific ¢ with probability 1/|C|, which in particular means
that ¢ = gekip With probability 1/|C| and ¢ # gskip With probability 1 — 1/|C/|.

Let’s derive Equation (49). Consider the interactions (A, C’) and (A’, C’). Conditioned on C’, there are two cases:
(1) A is consistent, in which case, the answers given by A" and A are identical, or (2) A is inconsistent in which
case A fails with probability at least 1/|C| (because the challenger spots the inconsistency with probability at least
1/|C|), while A’ fails with probability at most 1/|C/| (because it at most (potentially) fails the predicate evaluation,
which happens with probability exactly 1/|C/).

As for Equation (50), it follows because C’ selects a context C' with probability Pr(C'), it asks ¢ # gskip With
probability 1 — 1/|C| which corresponds to doing a consistency test—which A’ passes with probability 1 by con-
struction. Finally, note that a’ U a = 7[C]. Now, C’ asks ¢ = gsip with probability 1/|C| and in this case, A’
responds with 7[C] with probability pcr ». Thus, its success probability in this case is the weighted average of
pred(7[C], C) = pred(a’ U a, C) where the weights are given by pcr , (recall that C’ = C\gskip). This completes
the proof. O
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